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ABSTRACT

A study of the causes of Portuguese inflation, thase annual data from 1954 to
1995, using the Johansen Method, allows us to adecthat variation in Portuguese
inflation is determined essentially by foreign atfbn and by variation in the effective
exchange rate of the Portuguese Escudo (PTE). dnldhg-term, the relationship
between inflation rate and the growth rate of udalour costs is almost unitary.
However, the response of inflation change to theilgium error between inflation
rate and changes in unit labour costs is slow &ndst insignificant, while the response
of unit labour costs to this disequilibrium is fasid significant.

Because of the fact that the variation in nhominaney stock, corrected by the
growth rate of real GDP, as well as budget defisita percentage of GDP, are not
significant variables in the short run, in relatimnvariation in inflation as a dependent
variable, we can conclude that inflation is caussskentially by costs. The costs that are
highly significant in the short run are those ce€aby the rate of variation in import
prices (determined either by foreign inflation gr\@riation in the effective exchange

rate).
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Introduction

The causes of Portuguese inflation was the foculseo$tudy of some authors in the
last quarter of the Dcentury, including Abel Mateus (1980), Jose Gi(3684),
Robalo Marques (1990), Jorge Santos (1992) and mewently Robalo Marques
(1995), Cunha and Machado (1996) and Catela NUré&sj.

The aim of this work is to give continuity to thestudies, looking for the main
causes of Portuguese inflation in the second Hatie 23" century, using annual data
for the period 1954-1995. Thus, in the first stageexplicative model of the inflation
will be considered, in the second stage we wilspre the chosen data and the reasons
for their choice, in the third stage we will anaythe degree of stationarity of the used
time series and in the fourth stage we will esterthe explicative model of the inflation
considered in the first stage, using the methodlafansen to detect cointegration
relations among the non-stationary series and apgpthe methodology of Rahbek and
Mosconi (1999), which allows us to introduce sta#iy regressors in the VAR of
cointegration through cumulated explanatory vagalbdnd simultaneously to use the
trace or maximum eigenvalue tests. Finally in fifth stage we will present the main

conclusions.

1. The Considered M odel

The construction of a model is always a simplifmat of reality, given the
multiplicity of variables that influence inflationamong them an increase in the
remuneration of productive factors, an increas¢he prices of imported products, a
variation in the stock of money in circulation, ariation in the exchange rate, the
budget deficit, expectations of inflation and thevdl and/or the variation in
unemployment.

Considering the Phillips curve, the theory of magk-the monetarist theory of
inflation® and the possibility of the budget deficit beindeato contribute to an increase

in inflation> we can consider the model:

. RGO A Gy (+) e
P=f/W-Q, Pu,DEF,M -y [1.1]

! See Surrey (1989). This author presents the hwidflation for the costs (theory of mark-up)
separate from the monetarist model of the inflatitve have joined the two theories in a single rhode
% See Jorge Santos (1992) and Carlos Vieira (2008 @relation between budget deficit and inflation
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W-Q= g(U ,Pej [1.2]
P, =P. +E [1.3]

Equation (1.1) contains the theory of mark-up whbeefirms set the price of their
products above the marginal production cost. H@wmewhen the average cost is
constant, it has been proved that the marginal isostjual to the average cost, so that
the prices (P) will be given by one mark-up abdweadverage costs (CM):

P=0CM, 0>1 [1.4]

If mark-up @) will be constant, the inflation rateP() will be equal to the rate of

variation of the average costs. The average edg#tgary in accordance with the wage
variation corrected by the variation of the prodkitt (W —Q), which corresponds to
the variation of the unit labour costs, and in adaace with the imported inflation in
domestic currencyR,, ).>

Beyond the inflation for the costs, we also incluide (1.1) the inflation for
monetary emission beyond that necessary for tréinsac(M —y) and the budget

deficit in percentage of GDP (DEF). The growth mabney supply beyond that
necessary for transactions, considering the inceebecity of money to be constant,
will have to imply an increase in inflation in acdance with the monetarist school. In
the inclusion of the budget deficit, one admitst tha increase in public consumption
gives rise to inflation by demand, in virtue of theopensity of the government to
consume being greater than the propensity of haldgho consume.

The inclusion in the model of the two variablesdpet deficit and variation in the
nominal stock of money) raises some problems, stheee are periods where the
government uses the monetary emission to finasceeticit, so there is the possibility
of correlation between these variables. Thus,reednalyzing this complete model, we
studied two sub-models, one without deffciand another one without variation of
money supply. As the basic conclusions do not geawe will study the complete
model. The signals between parentheses on variablesjuations (1.1) and (1.2)

correspond to the signals expected for the coefiisi of the relation.

%It is assumed that the "other internal averagést@se constant. See Agostinho Rosa (2000).
* See Agostinho S. Rosa (2003).



The equation (1.2) corresponds to the augmentetipBhturve with expectations,
considering that growth in wages is positively tethto growth in productivity @) in
accordance with Burda and Wyplosz (1993, p. 245).

The equation (1.3) is an identity. The foreigniatibn (P.) plus the variation of

the effective indirect exchange rat& ° give the import inflation rate in terms of

domestic currency. The aim of this article is stiraate the equation (1.1), where we

will substitute the variablg, forP. and E in accordance with the equation (1.3).

2. Data

We use annual data whose justification in thecaétierms is given by Campbell
and Perron (1991, p. 153) where, either due st@tjomnalysis needs a long-term
period, or because "seasonal adjustment procedoftess create a bias toward
nonrejection of a unit root hypothesis" (Campbeid aPerron, 1991, p. 153). In
practical terms, it is difficult to get all the valbles in quarterly terms in a compatible
form for the study desired in the period under aeration. However, this option is
not exempt from problems either, because the mgjaf the available compatible
series finish in 1995 and after 1995 they do nasent a long enough number of
observations as would be desirable for an econarakstudy, so we opted to study the
period 1954-98. As stated previously, we formulated the modeth@basis of rates of
change, so we opted to transform the available @rtata into rates of changeSome
authors think that the model would be richer if wged the original data, but we opted
for rates of change because the variable that veadnto explain (the inflation rate) is
generally I(1), so it implies that the consumercerindex (CPI) will be 1(2), and the
model with [(2) variables is not the aim of ourdstu Thus we selected eight annual
variables for the period 1954-95, which we shallrerrate, presenting between square

brackets its approached equivalence with variablabe theoretical model considered
previously: P, inflation ratef]; U, unemployment rate (boasknse) [U]; CTUPEV,

rate of variation of the unit labour costs in firf\d/ —QJ; PM, rate of variation in

import prices P, ]; E, nominal effective indirect exchange ratelw Escudo E]; PF,

® Indirect exchange rate means in terms of domestiency, thatt > 0 — depreciation.

® And we use data of tHdistorical Series for the Portuguese Econgignk of Portugal, 1999, which
finished in 1995.

" With the exception of the variable SPA, which straucture rate.



rate of variation in import prices in foreign cumoy [PF ]; SPA, General Government
Balance in percentage of GDPmp(cp) [- DEF]; Materof variation of the nominal
stock of money (M2) corrected by the growth rate of the real GDPip+ y].

These variables have been calculated from the HtatdSeries for the Portuguese
Economy (1999) elaborated by the Portuguese CeBtnak, with the exception of the
inflation rate (whose source is the annual CPliiermainland, excluding housing rents,
elaborated by Instituto Nacional de Estatisticak)lMnd of the exchange rate (whose
source is the statistical data of Abel Mateus(1298)

Once variables are selected, we will study theitigbarity, and the econometrical
methodology to adopt in the estimation of the mddeinulated in the equation (1.1)
depends on the order of integration of the timesser

The plots of variables (visual inspection) points the stationarity of foreign
inflation (PF) with three outliers (1974, 1980 at@B6) which correspond to the effect
of the first and the second oil-price shocks lagggone year, and to the favourable oil-
price shock of 1985. The unemployment rate (Upseto have suffered a structural
break around 1974/75, which corresponds to thelugwa of April. The General
Government Balance in percentage of the GDP alsmsé¢o have suffered a structural
break around the time of the revolution of Aprietlveen 1972 and 1974). Relative to
the other variables, the inflation rate seems I&k)we expect from studies that some
authors have carried ofifThe exchange rate is practically constant up f418ue to
the regimen of a fixed exchange ratand has two very high peaks (1977, 1983)
justified by high depreciation of the Escudo inipds of a high deficit in the Current

Account!® with the aim of improving external competition.

8 See for example Cruz and Lopes (1999, p. 248).

° See Botas and Sousa (1995, p. 14).

19 Note that these two years precede agreementgiveithMF to finance the Current Account deficit that
had also reached two peaks.



3. Analysisof stationarity of the data

Firstly we carried out tests on the existencewd unit roots (Table | - Annex),
secondly we carried out tests on the existencewfitaroot (Table Il - Annex), thirdly
we carried out tests on the existence of a unit nodghe time series under structural

change with endogenous choice of the break poin (Table III - Annex).

3.1 Tests on the existence of two unit roots

The Dickey and Pantula (1987) test allows us tecteihe null hypothesis 1(2)
against I(1) in all variables studied to the legEkignificance of 1%, as we can see Iin
Table | of the Annex (Lstep). The number of lags (k) of the second diffee of each
studied variable was selected, starting with k-rsa&% and removing sequentially the
last lag if insignificant at the 5 % level untiltjag one lag that is significant.

In this test, as we use the first differences ofaldes, it is enough to make the test
on the model with a constant, because the visgakiction of the first differences of the
selected variables indicates clearly the inexistasfany linear trend.

Tests LM and Q of Ljung-Box assure the absencesitiual autocorrelation.

The second step of the test of Dickey and Pantutast HO: 1(1) against I(0) only
rejects HO for variables CTUPEV and PF. The r@actof HO for the variable
CTUPEV is stranger because, in the ADF test foretistence of a unit root, it is not
rejected, as we will s€é. Once the hypothesis of the existence of two tmits is

rejected, we will test the hypothesis of the exiseeof one unit root.

3.2 Tests on the existence of one unit root

We applied the ADF test sequentially, starting vatimodel with a constant and a
trend (CT) and selected k starting at k-max = 6 @mioved the last lag if insignificant
at the 5% level until getting one lag that is siigaint (see Table Il - Annex).

We verified by the LM(1) of Godfrey and the Q(4) lgting-Box tests the absence
of residual autocorrelation necessary to be ablkepfdy the ADF test. We applied the
joint tests®3 and®; and the individual testgy, T, Ty, Of Dickey and Fuller (1981) to
verify the existence of a trend or a constant i ¢hse of the existence of a unit root,
and thus we elaborated sequential tests until tregeadhe null hypothesis of the

existence of a unit root, in accordance with theisable strategy for the use of the

2 And the same result happens in others tests eeepted here, as PP and KPSS.



Dickey and Fuller tests described by Robalo Mar(il#38, pp. 282-286). In the case
of rejection of the existence of a unit root, wen ¢ast the existence of a trend or a
constant using the traditional Student t testthia case we present the p-value between
square brackeis Table Il of the Annex.

The joint and individual tests of Dickey and Ful{@B81), assuming from the outset
that a unit root exists, are not commonly useds thore common to refer to the visual
inspection to see if a trend exists or not. Inoadance with the individual tesg, (or
tg: in the case of rejection of HO), we cannot rejbet null trend as foreseen in the
visual inspection, except for variable SPA. Desthie result, we disagree that SPA has
a trend, in terms of visual inspection. Due ta tthiscord, we initiated the selection of k
in a model with a constant, and the variable SPgtésented as 1(1) [Table IIA-Annex].
We think that this strange behaviour of SPA is tluéhe structural break foreseen for
visual inspection; therefore we will analyze it.

From the results of Table Il we conclude that PUBEV and U are I(1) and PF, E,
MY and SPA are 1(0}> Refering to Cruz and Lopes(1999), the fact ofrid & being
I(1) is in accordance with those authors. Cruz anges(1999, p. 248) also raise
doubts relative to the nominal stock of money bdi2y, opting to considering it 1(1),
which is in accordance with our result of the ratevariation of the nominal stock of
money corrected for the rate of growth of the pricheing 1(0), since the growth rate

of the real GDPmp is clearly a I(0) variabfe.

3.3 Tests for a unit root in time series under sttural change with endogenous
choice of the break point (Tb)

Because of the hypothesis of structural break &ration of the mean in General
Government balance in the percentage of GDP (SPA)im the unemployment rate
(U), we use the Perron and Vogelsang (1992) tedthe break point (Tb) is
endogenously selected by two processes: firstjinmiation of t statistic for testing

a=1 [Min t,_ ], wherea is the coefficient of the lagged variable to tist existence of
a unit root; second, minimization of thgstatistic (that is, t statistic for testirty = 0O,

where 0 is the coefficient of DUthat represents the change in the mean of the time

12 Although the SPA variable is presented as I(XtheTable IIA.
13 Although we do not present it here, the rate ofation of the nominal stock of money is also regec
as I(1), as well as the rate of growth of the GDPmp



series) before one “"crash” [Mig] or maximization of thet; statistic if we suspect an
upward shift in the mean [ Maix .

In the first process, following the exposition oérkon (1997), we consider the
choice of Tb in the whole sample, although in teeosid process we restrict it to the
interval (0.15T, 0.85T), as suggested by Banerjet.992).

In the endogenous selection of k, we follow thstfimethod described by Perron
(1997, p. 359), which consists of a recursive ptoce, where we started with k-max =
6 and we eliminated lags successively not sigmficgsing a two-sided t test at 10 %
level, which Perron(1997) calls "t-sig" and whicari®n and Vogelsang(1992, p. 313)
consider leads to tests with greater power in alralbshe studied cases.

In Table 1ll (Annex), we can observe the resultsttué test under the form of
Innovational Outlier (I0) and Additive Outlier (AQYlodels. In the 10 model, the
change of the series for the new structure becagreetual, while in the AO model the
change is sudden. The tests for structural chagitesr by the 10 model or by the AO
model, confirm the possibility of a structural bkefar the unemployment rate (from
1973 to 1975), and for variable SPA (from 1972934)!* This denotes an increase of
the mean of U gradually from 1973 to 1975 or in&taaously in 1975, this last year
being most likely for the break in accordance wWittuz and Lopes(99); the same with
the mean of SPA from 1972 to 1974.

Analysing the ADF and Perron and Vogelsang (1982)st we can say that the
inflation rate (P) is I(1) for all the tests anck ttate of variation of the unit labour costs
(CTUPEV) is also I(1) for almost all, so we mushsmler these two variables as I(1) in
the inflation model estimation, investigating thesgibility of existence of relations of
cointegration between them. The other variablegnewith some doubts, are all
considered 1(0), the two of them (U and SPA) withustural break (change in the
mean) in accordance with the Perron and Vogelsi®@) tests.

However, as the rejection of I(1) in the SPA witledking in 1974 is significant at

1% by two methods of selectiaf the point of breaking (Th) and the rejection(@j in

the unemployment rate with breaking_in 1975 is agibnificant at 5% by one method
of selectionwe can admit that U is 1(1) and that SPA is.I(0)

4 Note that the first point of breaking correspotalthe 10 model and the second to the AO model.



4. Estimation of an explicative model of the inflation

We use the Johansen method as being the one thafsahe detection of the
presence of more than one cointegrating vector gmariables in study.

There are stationary regressors in the VAR modelwe cannot use the critical
values of Johansen (1996). Therefore we follow mhethodology of Rahbek and
Mosconi(1999), which consists of adding to the VAR cumulated explanatory 1(0)
variables as I(1) exogenous variables, and thuscthial values of the trace or
eigenvalue tests of, among other authors, Pes&tdan,and Smith(1999) can be ugéd.
First, as we have exogenous variables, the coumttedy’VAR model to use corresponds
to the conditional modéf

k-1
AY, =P +3 t+ Y WAX  +1 X, +WAZ, +€ [4.1]
-

where X is a Nx1 vector of I(1) variables, which we can divideoi™N, endogenous I(1)
variables (Y) and N exogenous I(1) variables §Zsuch that N+ N, = N. Iy is the
long-run multiplier matrix of order (}%N) given bylly = a,B', whereay is a (Nxr)
matrix andB a (Nxr) matrix of r cointegranting vectors.

The null hypothesis of the cointegration rank (&tse of r cointegrating vectors)
is written as:

Hr: R[] =T, r=0,.., N [4.2]

where "R" is the rank of the matrix.

In the estimation of the conditional model (4.1 @an consider 5 cases (or models)
consonant with the restrictions imposed on therdetestic terms. Following PSS(99)
we have'’

Casel (No intercepts; no trends):

k-1

U, =8,=0= AY, =ZWiAXt_i +M, X, +0AZ, +€ [4.3]
i=1

15 Referred to as PSS(9%terwards.

16 We assume that the Zariables are weakly exogenous and they are riategrated between them,
which implies that we can efficiently determine dgrdt the parameters of long termdndf3), but with
resource to the conditional model [see PSS(99)].

71t corresponds to the 5 cases considered in thgram Microfit 4.0. On the differences in caséstid

V relative to models 3 and 5 of Johansen (1996gmihdoes not have exogenous variables, see P5S(99
It is also useful to see Mackinnon et al.(199%8) which compares the 5 cases of PSS(99) wilkgab



Casell (Restricted intercepts; no trends):

M. =-TT,n k-1 oy
o0 =0 = AYt ZZquAxt—i + I'Iy(Xt_l,l) +(‘0AZI +E, [44]
€ i=1

where I'I*y =T y(I N r]) with Iy = identity matrix (N¢N).
Caselll (Unrestricted Intercepts; no trends):
M. #0 S
{50 _o = YR +iZ:l:kIJiAXt_i +, X, +WAZ, +e, [4.5]
Case |V (Unrestricted intercepts; restricted trends):

o, =-My

uc * O 1 * % ! '

=AY, =+ > WX T (XLt Y @Az, e, [4.6]
y i=1

where =M (I ,-v).

CaseV (Unrestricted intercepts; unrestricted trends):

Z0
{gc 40 = The model of the equation (4.1) will be estimated.

First, these 5 cases are elaborated fgrON(existence of weakly exogenous
variables), but give results for, &N as a special case whep (inexistence of weakly
exogenous variables). Second, as we follow thehodetiogy of Rahbeck and
Mosconi(1999), our I(0) variables are included\ify in equation 4.1 or in one of the 5
cases (models) consonant with the choice that dema@he cumulative sum of these
[(0) variables are I(1) variables, correspondingtan the previous equation, enclosed
therefore in X

After this brief introductioff we will try to estimate the corresponding modeite
equation (1.1).

4.1 Estimation of the Long —Term Model

In relation to the Model P=f(CTUPEV, PF, E, My, SRAorrespondent to equation
1.1 where we have two I(1) variables (P and CTUP&M) four 1(0) variables (PF, E,
My and SPA), we will apply the Methodology of Rakband Mosconi(1999)
introducing the cumulated explanatory 1(0) variabl@to the cointegration relation and

of Osterwald-Lenum(92). Mackinnon et al.(1999)@igs more correct critical values for the 5 caskes
PSS(99).
8 Among others, see Johansen (1996), Pesaran, &hi@raith (1999) and Rahbek and Mosconi(1999).
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later we will test its exclusion from this relatiasing the likelihood ratio test. Thus,
we will represent the model for study as:

P CTUPEV, csumPF csumE csumMy csumSPA & PF E My SPA
where there are two endogenous I(1) variables RJREV) and four exogenous 1(1)
variables (csumPF, csumE, csumMy, csumSPA) correpg to the four I(0) variables
(PF, E, My, SPA), which are introduced into the rsherm model. As we use the
variable SPA and not the variable DEF as in equoatid, the signal expected in the
relation between P and SPA will be negative, teatvhen the budget deficit increases,
the budget balance diminishes and one expectshbatflation rate will increase too.

In terms of k order of the VAR, we selected VAR(Rging either multivaried
statistics, or univaried statistics so that thenestied residuals have no serial correlation
(LB and LM tests), no autorregressive conditionetiehoscedasticity (ARCH test) and
they do not deviate too much from normality (BJt)teas Johansen (1996, p. 20)
recommends. With k=2, whatever the model of tHeadeen method is in terms of the
deterministic terms, we cannot reject the existesfcene cointegranting vector by the
trace test, so we are going to choose the best IMéAR(2) of cointegration in
accordance with the deterministic terms considerifig The methodology of PSS(99)
leads us to choose model IV because we cannott tjeexistence of a trend in the
long-term relationship at the 10% level (8% to berenaccurate). Given VAR(2) and
Model IV, one can confirm that the existence of @o@tegranting vector cannot be
rejected, either by the trace test, or by the marineigenvalue test The Schwarz
Bayesian Criterion (SBC) also selects the modeh witl. The vector normalized in
relation to P (and identified) without restrictiomgth X't = [ P CTUPEV csumPF
csumE csumMy csumSPA t ] is given by:

. |1 -1.2648 0.37018 -0.002873 —-0.23262 -0.16986 1.5306

g { (066047 (035564 (0.088995 (016803  (0.16352 (1.1355)}
where one verifies that the cumulated variablesshavelatively high standard error,
and then it is probable that they are not significa the long-term relationshipye
cannot reject the hypothesis HO35=Bs=Bs=LRs=0, by the likelihood ratio test with
x%(4)=4.0361[.401]. And we cannot reject the joinsttef HO1 and trend=0 whose
likelihood ratio test followx?(5)=4.5391[.475]. Thus we have:

19 Between round brackets in the cointegrating ves®have the standard errors.
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. |1 -084016 0 0 0 0 O
B = (
0.16427)

and therefore, the long-term relationship is: B#016 CTUPEV. So, in the long-term,

the relationship between inflation rate and theagorate of unit labour costs is almost
unitary.

4.2 Estimation of the Short —Term Model

4.2.1 Initial multi-varied model

The estimation of the multivaried model only witariables introduced initially in

VAR(2) allows us to get:

1) Equation of AP: (period 1956-1995)
AP, =0.94720-0.21083\P,_, —0.1366 ACTUPE\,_, —0.07556 PF,_,

[027d  [o0.167] [0.154] [0.341]
~0.2593E,_, -0.12325\y, , - 0.21235PA , —0.21484CML_,

[0.074] [0.097] [0.457] [0.136]
+0.3990PF +0.4312F - 0.007494My + 0.38635PA

[0.00q] [0.000] [0.014) [0.146]

T = 40[1956-1995];R* = 0.69; SEE = 2.3828; DW = 1.8613;
LM(L, 27) = 0.28330[.599]; RESET(L, 27) = 0.034585]
BJ(2) = 0.16744[.920); HET(1, 38) = 0.73680[.396];
ARCH(2, 26) = 0.89157[.422]

2) Equation of ACTUPEV: (period 1956-1995)

ACTUPEV = 0.014335+0.09806\P_, +0.18957ACTUPEV, , +0.05518%F,

[0.991] [0.645 [0.163 [0.629]
~0.6437€,_, -0.1922My,_, -1.1632SPA, +1.167ECML,

[0.003 [0.009 [0.007] [0.00q]
+0.3672(PF —0.1470CE + 0.01191My + 0.65511SPA

[0.00q] [0.319 [0.908] [0.084)

T = 40[1956-1995];R* =0.76; SEE = 3.3772; DW = 2.0962;
LM(1, 27) = 0.20973[.651]; RESET(L, 27) = 0.6550E980]
BJ(2) = 0.036334[.982]; HET(1, 38) = 0.27639[.602];
ARCH(2, 23) = 0.81795[.452]
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Analysing these equations, we verify that the vemm of the inflation relates
positively and significantly at 1% level to the éagn inflation and the variation of the
exchange rate, and negatively, but only at 10%l,¢weE.; and M, 1. The long-term
relationship (P - 0,84016 CTUPEV) represented byE(resents an expected signal
but in this initial model this is not significamgen at 10% in contrast to what happens in
Rosa(2003F° This strengthens the weak exogeneity of thetiofierate in this model.

The positive relation of the variation in inflatiomith foreign inflation and the
variation in the exchange rate corresponds to wimatld be expected. The negative
relation with M1 (by the way, almost insignificant) is difficult ®xplain, but in the
parsimonious model, the Wald test suggests itsusiarh from the model.

Thus, foreign inflation and the variation in theckange rate seem to be the main
causes of inflation.Nor the variation in nominal money stock, correcbgdthe growth
rate of real GDP (My), nor th&eneral Government balance in percentage of GDP
(SPA) is significant in the equation 4P.

The CTUPEV variation becomes related positively anghificantly at 1% to
ECM1.; and PF and negatively at 1% te;Eand SPA;. The explanation for the
relation with the first three variables is in R¢2803, p. 148). Relative to the negative
relation with SPA;, a possible explanation could be the fact of a igtiget deficit in
the previous period implying an increase in theeexations of inflatiorf> which caused
wages to increase in the following perfdd.The negative and significant relation at
10% betweelM\CTUPEV and My, is more difficult to explain, but we do not worry
about this, because in the parsimonious equatien\Wald test suggests the exclusion
of this variable.

The ECML1,; is significant at 1% level and close to 1 in tlggi@ion of ACTUPEV
and it is not significant in the equation&®, so we can conclude that it is the variation
in inflation that causes variation in unit labowsts and not the opposite; that is, labour
costs seems to respond quickly and significantigrtancrease in inflation.

The diagnostic tests indicate that the residuaks @aot autocorrelated, are
homoeskedastics, normal and we cannot reject dospscification of the model. The

autorregressive conditional heteroscedasticitysis absent until the second order.

“ However, we must take into account that the EC&4lightly different from the one in Rosa (2003)’s
model, and therefore not comparable.

L The inflationary expectations happened more iim& when the government could use the monetary
financing of the deficit.
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Relative to theequation of AP, all the residuals are inside the line bands afod®
standard deviatidd and CUSUM and CUSUMSQ tests do not cross any ef th
significant bars at 5% level.

We estimated the model for period 1956-94 withahme of leaving an observation
for multivaried dynamic forecast. Both the fordeasf AP and P, as well as of
ACTUPEV and CTUPEV for 1995 seem acceptable.

4.2.2 Explicative Par ssmonious model of the inflation

We tried to remove from the equation &P in the initial multivaried model the
variables that were not significant at thel0% Ilewsling the Wald test on the joint
nullity of its coefficients, to reestimate parsinmums equations. The Wald test does not
allow us to reject all the non-significant variahleo, after some attempts, we kept,PF
and ECM1;in the regression diP, despite its non significance in the initial eeggion.
Thus, the Wald test already allows us to rejecthalother variables. As E and;Bave
symmetrical coefficients, we substitute them &# and thus the ECM1 becomes
significant at 10% (equation DPC1 - Table IV of tAmnex) and Pf becomes
significant at 1%; and PF is significant at 1%. eR@nating the previous equation for
1955-88 (equation DPC2), we cannot reject eitherpitedictive capacity after 1988 or
the structural stability before and after 1988. @B and CUSUMSQ tests do not
indicate problems, moreovét.

We tried some dummiés,from DPC3 to DPC5 equations, but only dummies
Dum87 and Dum80 are significant individually (ataBd 10 % respectively). The
introduction of SME together with Dum87, or withetlother two, implies residual
autocorrelation (equation DPC5). The Dum87 seanisetthe best, always significant
at 5% and allows the error-correction mechanismMEQ to become significant at 5%
(see equation DPC3).

In the period 1974-95 without dummies (equation BRGhe ECMY1; is not

significant, as in the initial model, but the exsitin of this variable (equation DPC?7)

22 Thus, indirectly, the budget deficit could haveasitive influence on inflation through costs, & of
being through demand, as was assumed from thetanitbe model.

23 Better that in the model of Rosa (2003).

24 Analysis in equation DPC1.

% Dum74(value 1 in 1974 - first oil shock and April Reutibn), Dum79(value 1 in 1979 — second oil
shock),Dum80(value 1 in 1980 — Escudo RevaluatioDym87 (value 1 in 1987 - favourable external
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generates autorregressive conditional heteroesteitigsso that we opted to keep it.
Also, in the period 1974-75, we cannot reject eitthe predictive capacity after 1988,
or structural stability before and after 1988 (eqpuraDPCS8).

In 1974-95 the introduction of dummies from equatl@PC9 to equation DPC11
allows us to conclude that the Dum87 continues dosignificant at 5 % (equation
DPC9), but the Dum80 ceases to be significant @mu®PC10) and the introduction
of the Dum87, together with SME, does not suffermnfrautocorrelation (equation
DPC11) and the ECM1 becomes significant in this last case.

The comparison of the period 1974-95 (equation DP&th the period 1955-95
(equation DPC3) allows us to notice a small inczems the absolute value of the
coefficients of Pk, PF andAE in the period 1974-95, to the detriment of thecdlte
value of ECM1..

5. Final conclusions

The main causes of the variation in inflation ire theriod 1954-95 seem to be
foreign inflation (or its variation) and the varat in the effective exchange rate of the
Escudo. There is a long-term relationship betwbennflation rate and the growth rate
of unit labour costs, almost unitary, but the resgoof the variation in inflation to the
equilibrium error between the inflation rate and thariation in unit labour costs is slow
and almost insignificant, while the response ot tabour costs to that disequilibrium is
fast and significant, which suggests that the dimacof causality is much more evident
from the effect of the inflation rate on unit labbaosts than the reverse. This seems to

mean that wages adjust to growth in inflation glyickvhile inflation adjusts to growth

in wages slowly.

The variation in nominal money stock, correctedtbg growth rate of the real

GDP, as well as th&eneral Government balance in percentage of GD&,nat

significant in the short-term relationshipo we essentially have inflation caused by

costs. The strongly significant costs in the stemn relationship are the inflation of
imported products (due either to foreign inflationto the variation in the effective
exchange rate).

The comparison of our results with those of othghars allows us to verify that

our conclusions are identical to those of the niigjaf the authors who have made

conjuncture)EN (value 1 up to 1973 - New State), EEC (value &ref086 — Member of the EECSME
(value 1 after 1992 — Participation in the ERMluf EMS).
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studies for the 1970s and 1980s, so that one stbdpastrongly influences our
conclusions. This fact is not strange, becausiglthe New Staté the exchange rate
of the Escudo was virtually constant and in the0E9@e took measures to control the
fluctuation of the same, such as joining the ExgeaRate Mechanism of the European
Monetary System. The non-influence of money caiesiwith the conclusion of Cunha
and Machado (1996), but is completely opposed &b o Nunes (1998). However, as
we use annual data while Nunes uses quarterly daththe period is different, any
comparison is wrong. Relative to the earliest studies, we must take &tcount that
they do not use the methodology of cointegratiohictv invalidates the comparison.
Santos (1992), concludes that the budget defiginseto be inflationary, but only in
50% of the analyzed countries, among them Portagal,Vieira (2000) concludes that
there is little support for the idea that budgdtailis have contributed to inflation in the
majority of European countrié& so we therefore do not find our conclusion strainge

relation to the non-influence of the budget defieitthe variation in inflation.
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Annex

Tablel - Testson the existence of two unit roots

Variables Dickey-Pantula (1987) test
1% step 2" step
KT T LM(1) Q(4) ST
P2 (F version) i

U 0 -3.7914| 0.7766[.384] 1.667[.797] O -1.3184
P 3 -4.3814| 3.1880[.084] 1.515[.824] 3 -1.2100
CTUPEV | 0 | -6.334%] 0.7275[.399] 6.510[.164] 0| -2.9512
E 2 -6.0322| 0.0028[.958] 0.069[.999] 2 -1.2958
PF 1| -6.6865| 1.9630[.170] 4.820[.306] 1| -3.117%
SPA 1 -6.2116| 2.9966[.092] 3.511[.476] 1 -1.0536
MY 1 -7.690%| 0.7247[.400] 1.458[.834] 1 -1.7117

Notes Model with a constant; annual data: 1954-1995.
3 = significant at 1%° = significant at 5%° = significant at 10%.

Tablell - Testson the existence of one unit root: ADF

ADF test
Variables [Mod. | k T, o, ®, Ty | T FL\%(ri)ion Q(4)
1(CT)| 1 -2.7045 3.7310 - 0.35499| 0.65376 0.0229[.88/10.4167[.981]
U 2O | 1| 13184 - 10989 - 0.67161| 0.3257[.574]0.7176[.949]
3 1 0.0062 - - - - 0.8506[.362] 1.6257[.804]
1(CT)| 4 0.1810 1.9547 - -2.00035| 0.75003 1.4327[.241]1.0307[.905]
P [2@© | 4] 12200 - 0.7906] - 0.30231| 3.3027[0.79]1.2263[.874]
3 4 -0.4035 - - - - 3.5883[.068] 1.1935[.879]
1(CT)| O -2.9286 4.3813 - -0.39471| 0.09621 2.0579[.160]3.1887[.527]
CTUPEV [2 (C) | 0| -2.7556 - 38021 - 0.09724| 0.7465[.393]2.7305[.604]
3 0 -1.6869 - - - - 0.0488[.826] 5.4528[.244]
1(CT)| 1 -3.1178 5.0270 - -0.51914| -0.06815| 2.3556[.134]1.8286[.767]
E 2O | 1| 3077 - 47398 - 15524 | 2.8316[.101] 2.369].668]
3 1| 26108 - : - h 4.1643[.048] 5.2668[.261]
1(CT)| 0 | -4.0228| 8.104%| - 0.1610| 1.3396| 2.4627[.125B.0103[.556]
PF |2 (C)| 0| -40740 - 83072 - 1.3566 | 2.5592[.118]2.9995[.558]
3 0 -3.8039 - - - - 1.7010[.200] 3.2652[.514]
1(CT)| 0 | -3.9708| 8.0138| - 15896 | 3.4038 | 2.0737[.158] 3.7729[.438]
MY [2(C)| 0| -3.6048 - 6.4975| - 2.9550 | 4.1011[.050] 4.9019].298]
3 0 A - - - -
1(CT)| 6 | -4.0678| 8.277%| - | -3.4250 | -3.0674 | 0.0486[.945] 1.5873[.811]
SPA 12 (C) | 6 B - -
3 6 B - - - -

Notes:beginning of the tests in models with a trend;uahlata: 1954-1995.
2 = significant at 1% = significant at 5%~ = significant at 10%.
A — we reject the null constant of a time series.
B - we reject the null trend of a time series.

TablellA - Tests on the existence of one unit root: ADF

ADF test
Variables | Mod. | k T D, T, FLM(l)_ Q@4)
version
2 (CF| 7 | -1.0715] 0.7590-0.60652] 1.4605[.239] 1.3502[.853]
SPA |3 7] -0.4856] - 1.5424[.226]L.5606[.816]

Notes:Beginning of the tests in models with a constasitiout a trend.
Annual data: 1954-1995.
(1) We begun the selection with k-max=10
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Tablelll - Testsfor a unit root in time seriesunder structural change with
endogenous choice of the break point (Tb)
IO Model AO quel

Series| Method| _ | Estima‘ied Parameters t | ™ | k ng;”r:];f% ty

6(DV) | 3(DTh)| & 6(oyU) | &
Mint,., | 1973 | 1| 1550 -1.047] 0.696| -4.50| 1972 | 1 4.012] 0.707| -4.19
u Mt 1985 | 1 0.009 0.274] 0.937| -1.07| 1989 | 1 2.169| 0929'| -1.56
Max t 1973 | 1| 1559 -1.047| 0.696| -450°| 1975 | 1 4.70%| 0.582| -3.73
Min t,., | 1969 | 5 2.320 -4.014| 0.756| -1.61] 1983 | O 1.338 0.842| -1.99
P [mint, 1983 | 4| -570% 6.527| 0.974| -0.31] 1989 | 5 -3.007 0.858] -1.44
Max t; 1969 | 5 2.320 -4.014| 0.756| -1.61] 1970 | 5 12.31% 0.859| -0.92
Mint,., | 1971 | 1| 8053 5794 0.265 -4.4Z| 1970 | 1 10.452 0.265| -4.46
CTUP-| Min t, 1975 | 5| -9.24B] -14.22| 1.453| 1.36] 1989 | O -0.929 0.683| -2.74
BV [ Max t, 1971 | 1| 8.05% -5.794| 0.265 -4.42°| 1972 | 5 10.94% 0.869| -0.39
Min t,., | 1972 ] 1 -4.283] -6.764| 0.526'| -4.05| 1971 | 1 8.502| 0.529| -4.10
E|Mint, 1985 | 3| -3.693] 5.466| 0.877| -1.09] 1988 | 3 -3.704 0.848'| -1.30
Max t; 1974 | 1| 4.732] -3.915| 0.494| -4.0%| 1975 | 6 9.753| 0.684| -1.60
Mint,, | 1973| 0| -0.269 33352 0.28¢| -6.25%| 1973 | © 2.464 0.284| -6.29°
PE |Min t, 1983 | 1| -4.877] 9.088] 0.167| -4.61°| 1984 | © -5.74%] 0.359 | -4.29°
Max t; 1970 | 1 2.818 -2.531] 0.218] -4.32°| 1969 | 1 3.868 0.217| -4.40°
Mint,., | 1967 | 0] 8115 -13.38P| 0.201| -509°| 1967 | © 9.802 0.203| -5.21°
My |Min t, 1985 | 6| -12.299  1.975| 0.96G| -0.20] 1988 | 1 -2.193 0.629| -2.42
Max t; 1967 | 0| 8.11% -13.38P| 0.201] -5.09°| 1968 | © 10.558 0.307| -4.57°
Min t,., | 1972 | 6] -3.758 4.192| 0.453| -497°| 1974 | 6 -7.373) -0.111| -5.34%
sPA [Min t, 1972 | 6| -3.758] 4.192| 0.453| -4.97°| 1974 | 6 -7.373) -0.111| -5.34%
Max t; 1961 | 6 0.714 0.794] 0.845| -1.74] 1987 | 3 -2.614 0.909'| -1.18

Significance level:? = Significant at 1%° = Significant at 5%¢ = Significant at 10%Sample: 1954-95
Notes: The level of significance refers to the null hypesis that this coefficient is zero, but fty_, it
refers to the null hypothesis of a unit root, adiug to the Perron and Vogelsang (1992) modgJs, in
bold means that we reject the existence of a unit aidgast at 5 %.

k
IO Model: y, =pu+6DU, +3D(T, ), +ay,, + Y .cAy,; +g

AO Model: 1% step:y, = +6DU, +¥,

i=1

k k
2" step:y, =3 wD(Tb); +ay,, + Y cAT, +8
i=0 i=1

 However, we put? ° or ¢ atd, there is no mean, because the model has no oonsta
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TableV: Parsimonious Equations of AP
Dependent VariableAP

Estimation Method: OLS.

ECM1= 1.0000*P -0.84016*CTUPEV
estimated on model: P CTUPEV; csumpf, csume, csumeuymspa & PF E MY SPA

Equation/ DPC1 DPC2 DPC3 DPC4 DPC5 DPC6
Regressors T=41 T,=34, T=7 T=41 T=41 T=41 T=22
[55-95] [55-88] [55-95] [55-95] [55-95] [74-95]
Inpt .092997[.840] .23312[.650] .41478[.350] .36737[.395] .75194[.100] -.46639[.550
PF(-1) -.23683[.000] -.25130[.000] -.28563[.000] -.26997[.000] -.28841[.000] -.25155[.001
ECM1(-1) -.12182[.072] -.12281[.072] -.14304[.025] -.12308[.050] -.14299[.020] -.083232[.341
PF .35997[.000]| .34915[.000] .37176[.000] .39077[.000] .38194[.000] .39279[.000
AE .43382[.000]| .48629[.000] .43141[.000] .38324[.000] .37550[.000] .47112[.000]
Dum80 - - - | -4.7750[.086] -4.5374[.087 -
Dum87 - - | -6.6854[.011]| -6.3636[.013] -7.0791[.005 -
SME - - - -| -2.4663[.041 -
R2 .65938 .71523 70927 72594 75174 .73660
SEE 2.4690 2.4326 2.2811 2.2147 2.1079 2.8328
DW 2.4388 2.7737 2.4380 2.3670 2.6857 2.3088
LM, T-k-1) 2.2668[.141]| 6.2749[.018]r 2.1658[.150]| 1.5134[.227] 6.6026[.015]*.56800[.462]
RESET (1 1.k | -92664[.342]| .99118[.328] 1.0238[.319]| 1.5020[.229] 1.5092[.228] .52154[.481]
BJ(2) 2.8072[.246]| 2.8395[.242] 3.6943[.158]| 3.1070[.212] 2.8921[.235] 1.2938[.524]
HET(1,T-2) .23804[.628]| .34342[.562] .35303[.556]| .29783[.588] .41628[.528] 1.3705[.255]
ARCH(@2,T-k-2) | .55831[.577]| 1.4497[.484] .96366[.392] 1.2862[.290] 2.5660[.110]
Chow(T,,T:-k) - | 1.1554[.358] - - - -
Cov(k, T1+T»2k) - 11.5368[.207] - - - -

Between square brackets: p-value. The null hypahe$i0:3=0, and is the Student t test for the
estimated coefficients.
* Diagnostic test significant at some level indesathe p-value.

Table1V: Parsimonious Equations of AP (continuation)

l

Equation/ DPC7 DPC8 DPC9 DPC10 DPC11
Regressors T=22 T.=15, T,=7 T=22 T=22 T=22
[74-95] |[74-88] [74-95] [74-95] [74-95]
Inpt -.84042[.220] -.57618[.613] .23662[.754] .20005[.780] 1.4057[.118]
PF(-1) -.24943[.001] -.26189[.004] -.31259[.000] -.29712[.000] -.35700[.000]
ECM1(-1) -[-.070771[.479] -.12440[.128] -.10251[.189] -.18359[.026]
PF .39254[.000] .38648[.000] .40524[.000] .42756[.000] .39262[.000]
AE .51320[.000] .53826[.001] .45951[.000] .40938[.000] .43000[.000]
Dum8&0 - - - -4.9465[.113] -
Dum8&7 - -] -6.8446[.031] -6.5307[.032] -8.8233[.006]
SME - - - -] -3.2075[.042]
R2 73721 79904 79230 81365 83339
SEE 2.8295 2.9698 2.5155 2.3827 2.2530
DW 2.4867 2.9156 2.0011 1.7791 2.6163
LM, T-k-1) 1.1966[.289]| 4.0572[.075]f .3872E-3[.985].18104[.677]| 2.8097[.116]
RESET( 1.y | .68751[.419]| .38285[.551] .91104[.355] 1.9769[.182]1.3410[.266]
BJ(2) 1.3126[.519]| .29978[.861] 1.2912[.524] .36885[.832].33943[.844]
HET(L,T-2) | 2.0063[.172]| 2.2945[.154] .86779[.363] .30388[.588]2.0119[.171]
ARCH (2, T-k-2) | 4.6314[.026]4 .57106[.586]| .23590[.793] 51311[.610
Chow(T,T:-k) -1 .78102[.618] ] R N

Cov(k, T1+T22k)

1.1409[.391]

21



Notes about Table 1V

Diagnostic testss We use the F version of diagnostic tests because Rolrques(98) citing
Kiviet(86)*° said that in small samples the F version is padfier In BJ test we present the LM version

following a )(2 (2), because the F version does not apply in &1t The degrees of freedom of the F test

are in round brackets, which depend on the k and3number of observations used in regression;
k=number of estimated coefficientst;=sub-sample used in estimatioff;,=Period post-sample
(forecasting test) or second sub-sample (stalidiy, only possible when ¥k and T>k).

Diagnostic tests description:

LM — statistic of Lagrange Multiplier test for seljatorrelated residuals [based in Godfrey(1§%8)

RESET - statistic of Ramsey (19695 RESET test of functional form misspecification.

BJ — sta)giaitic of Jarque-Bera’s test of normality refression residuals [based in Bera and Jarque
(1981)"].

HET - statistic of Heteroscedasticity test [see Pesarfdesaran(1997)]

ARCH - statistic of Autoregressive Conditional Heteemiasticity test [Engle (198 test]

Chow-statistic of Predictive failure test"t2est of Chow(1960)).

Cov — statistic of Chow’s test of stability of regresscoefficients (I test of Chow(1960)).

% J. F. Kiviet (1986) - "On the Rigour of Some Missjfications Tests for Modelling Dynamic
Relationships"Review of Economic Studjés3, 241-61.

31|, G. Godfrey (1978) - "Testing Against Generaltdnegressive and Moving Average Errors Models
When the Regressions Include Lagged DependentMasiEconometrica46(6), 1293-301.
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