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Abstract

In modelling game and decision theory situations, it has been usual to start by considering Ω, the set of conceivable states

of the world.

I wish to propose a more fundamental view. I do not assume that the agent knows Ω. Instead the agent is assumed

to derive for herself a representation of the universe. Given her knowledge and her ability to reason about it the agent

deduces a set of conceivable states of the world and a set of possible states of the world.

The epistemic model considered in this paper uses a propositional framework. The model distinguishes between the

knowledge of the existence of a proposition, which I call awareness, and the knowledge of the truth or the falsity of the

proposition.

Depending upon whether one assumes that the agent is aware or not of all the propositions she will or will not have

a “complete model" of the world. When the agent is not aware of all the propositions, the states of the world and the

possibility correspondence imaginable by her are coarser than the modeler’s. The agent has an incomplete knowledge of

both the states of the world and the information structure.

In addition, I extend the model with “incompleteness" to a dynamic setting. Under the assumption that the agent’s

knowledge is non-decreasing over time I show that the set of states of the world conceivable by the agent and her possibility

correspondence get finer over time.



1 Introduction

In game and decision theory the set of conceivable states of the world is always assumed to

be known. Given the information an agent has, there exists a subset of states that the agent

considers possible. Learning involves being able to reduce the set of possible states. There is

however nothing more learnt about how the world is, i.e., about the set of conceivable states.

However there are many circumstances where the assumption that the set of states of the

world is known to the agent is inadequate. In fact, the role of unforeseen contingencies has

been recognized in many areas of the economic literature (e.g., decision theory, contracting).

Under these circumstances the agent has “an incomplete picture of the world”, which may get

more complete over time.

In this paper I develop a model where the agent’s representation of the world may be

incomplete. I do not assume that the agent knows Ω. Instead the agent is assumed to derive for

herself a representation of the universe. Given her knowledge and her ability to reason about

it, the agent constructs her own view of the world.

I want to look at the world through the eyes of the economic agent. What does she know

about the world? Which states of the world are imaginable by her? Which states of the world

does she consider possible?

I analyze these questions using an axiomatic model of knowledge. There is an important

distinction between the axiomatic model of knowledge in this paper and other models which

have been used in economic theory to analyze issues like common knowledge1. Frequently

a probability space (Ω,Σ, μ) is considered, where Ω is the space of states, Σ is a σ-field of

events and μ is a probability measure on Σ. For each individual there is a given possibility

correspondence P which describes the information available to the individual in each state of

the world. Then it can be said that the individual knows event E at ω if P (ω) ⊂ E. Hence

the knowledge of events is a derived notion in these models. The properties of the knowledge

operator can be derived from the characteristics of the possibility correspondence2.

The idea that I present is in a certain sense the opposite of the above. The primitives of the

model are the properties of knowledge and the knowledge the agent has. The corresponding

1For example Aumann [1] and Brandenburger & Dekel [3].
2Possibility correspondence is another name to information structure. The former expression is common in

the literature of axiomatic models of knowledge.
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states of the world and properties of the possibility correspondence depend upon the assump-

tions about knowledge. The states of the world which are defined here are “epistemic states

of the world”, they incorporate the knowledge the agent has. Two states of the world may

differ only because the agent has different knowledge in each of them. One advantage of the

explicit introduction of knowledge is that it enables us to reveal the underlying assumptions

about knowledge which give rise to specific properties of the possibility correspondence. In this

respect this work is closer to Bacharach [2] and Samet [10].

I assume, like Samet, a propositional world. The environment of interest is described by

propositions, including propositions about the agent’s knowledge. The states of the world are

assignments to the propositions of true and false values, which are consistent with the axioms

of the model.

The set of epistemic axioms which has been most frequently used includes three axioms.

The first axiom which defines knowledge, says that if the agent knows a proposition, then

that proposition is true. The second axiom (positive introspection) says that when the agent

knows something, she knows that she knows it. The third axiom (negative introspection) states

that when the agent doesn’t know something, she knows that she doesn’t. However a closer

examination of the third axiom reveals that it entails two implicit assumptions: an assumption

about the agent’s introspection capabilities and an assumption about the agent’s awareness of

all the existing propositions.

Traditional epistemic models have been unable to separate the two assumptions because

there is no reference to the agent’s knowledge of the existence of a proposition. In this paper

I distinguish between knowledge of the existence of a proposition (which I call awareness)

and knowledge of the logical value of a proposition (which I call knowledge). Consequently

it becomes easy to separate the assumption of complete awareness from the assumption of

introspection.

In my work the rationality assumption which is implicit in the axiom is maintained while the

complete awareness assumption is given up. I assume that if the agent is aware of a proposition

and she doesn’t know the proposition, then she knows that she doesn’t. In other words, the

agent is capable of negative introspection, provided she is aware of the proposition.

Samet [10] proves that under the three epistemic axioms mentioned above the possibility
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correspondence is a partition and that this is not the case when only the first two axioms hold3.

I show that the partition result holds under the weaker assumption that negative introspection

holds if and only if the agent is aware of the proposition.

Another important feature of my model is that the agent can reason4. The agent is able to

reason about her knowledge and the properties of her knowledge.

The analysis can proceed at two levels. One is at the modeler’s level, where he has a

complete description of the world5. The other is at the agent’s level. Her description of the

world depends on the set of propositions she is aware of. Depending upon whether one assumes

that the agent is aware or not of all the propositions, she will or will not have a “complete

model” of the world.

In a world where the agent is not necessarily aware of all propositions the states of the

world imaginable by the agent are not always a complete description of the world. The notion

of a state of the world à la Savage, as resolving all uncertainty does not fit in this setup. In

this case, the agent may be able to learn more about the set of conceivable states of the world,

about how the world can be. I present a dynamic model of knowledge, where it is clear that

the agent improves her description of the world over time.

The paper is organized as follows: the notation as well as some definitions are presented in

section 2. This section reviews the axiomatic model of knowledge in Samet [10].

Section 3 describes the axiomatic model of awareness and knowledge which I developed.

The following section explores some consequences of the axioms. In particular I show that

under the axioms described in section 3, the possibility correspondence is a partition.

In section 5, I consider a particular state of the world and ask what is the agent’s view of the

world in that state. The answer to this question is that the agent’s view of the world depends

upon the set of propositions she is aware of in that state of the world. In the following section

I study the relationship between the agent’s view of the world and the modeler’s universe. I

show that when the agent is aware of all the propositions she has a “complete” model of the

3The consequences for decision and game theory of non-partional information structure has been discussed

by Geanakoplos [5]. He argues that if the agent knows the information structure and the information structure

is not a partition then the agent cannot be fully rational.
4The idea of the agent being able to think is not original. In his model Gilboa [6] assumes the agent knows

logic and the axioms of the model, hence the agent is able to deduce the properties of the model.
5The modeler in this paper is an omniscient creature. He is aware of all propositions and knows the set of

states of the world.

3



world. However if she is not aware of all propositions her view of the world is coarser than the

modeler’s one.

Section 7 extends the axiomatic model with incomplete awareness to a dynamic framework.

Assuming that the agent doesn’t forget, or in other words if she knows something at time t she

also knows it at time t+ 1, I show that the agent’s view of the world might get finer and finer

as she becomes aware of more propositions over time.

2 A Simple Epistemic Model

In this section I present a simple axiomatic model of knowledge. The objective is to introduce

the notation and concepts used in these type of models and to provide a bridge to my model.

I illustrate the concepts with examples which show the distinctive characteristics of epistemic

models.

The concepts presented in this section are from Samet [10]. The notation I use is slightly

different from the one used by Samet. The examples and interpretation of his model are my

own.

2.1 Concepts, Examples and a Result

Following Samet, I consider a propositional world. Let Φ be a countable set of propositions

describing a certain environment of interest. There exists a mapping ∼: Φ→ Φ, where ∼ φ is

interpreted as “not φ". In addition, there is a mapping K : Φ→ Φ, the meaning of Kφ is “the

agent knows φ".

Φ includes propositions about the environment, as well as propositions about the agent’s

knowledge about the environment, about the agent’s knowledge about her knowledge, and so

on. Let us now consider an example which illustrates the propositions included in Φ. Suppose

that the universe of interest is only whether or not it is sunny. The propositions in Φ are then:

“it is sunny", its negation “it is not sunny", the propositions about the agent’s knowledge of

the above propositions like “the agent knows it is sunny", the negation of this “the agent does

not know it is sunny", the propositions about the agent’s knowledge about her knowledge: “the

agent knows that she knows it is sunny",.... Even with a simple environment like this, the

dimension of Φ is infinite because of the infinite hierarchy of knowledge.
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We notice that propositions about knowledge have the same status than any other proposi-

tions. In Gilboa’s words [6] there is no distinction between information and meta-information.

Each proposition can be true or false (1 or 0). Hence the set Σ = {0, 1}Φ contains all the
possible assignments of the truth and false values to elements of Φ. An element ω of Σ is called

a state of the world if for each φ ∈ Φ, ω(φ) + ω(∼ φ) = 1, meaning that in a state of the world

if a proposition is true its negation has to be false. Each state of the world can be described

(and identified) by the set of propositions which are true in that state. It is equivalent to say

“φ is true in ω" ,“ω(φ) = 1", or “φ ∈ ω". Let us denote by Ω0 the set of all states of the world.

In the previous example, possible assignments of truth and false values for some of the

propositions in Φ, where φ0 is the proposition “it is sunny" and each row describes a state of

the world, are:

φ0 ∼ φ0 Kφ0 ∼ Kφ0 KKφ0 ∼ KKφ0 K ∼ Kφ0 ...

1 0 1 0 1 0 0 ...

0 1 1 0 1 0 0 ...

1 0 1 0 0 1 0 ...

1 0 0 1 0 1 0 ...

As it is defined here, each state of the world includes propositions about the agents’s knowl-

edge as well as propositions about other (non-informational) aspects of the environment. With-

out additional restrictions the number of possible states of the world is infinite.

A remark about the proposition ∼ Kφ0. This proposition is simply the logical negation of

Kφ0, it does not necessarily imply ignorance in the common sense of the word. It says “the

agent does not know that it is sunny". When this proposition holds either “the agent knows

that it is not sunny" or “the agent does not know it is not sunny" may be true. Only when the

last combination happens can we say that the agent is ignorant of whether it is sunny or not.

At each state ω, one can define the set of propositions known by the agent in that state.

Definition 1 The epistemic content of the state ω, K̄(ω) is:

K̄(ω) = {φ : Kφ ∈ ω} = {φ : ω(Kφ) = 1}
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We say that the state of the world ω0 is possible for the agent at ω if and only if all that

the agent knows at ω is true in ω0 or, in other words, ω0 is compatible with the knowledge the

agent has at ω. Let us define formally the possibility relation and possibility correspondence:

Definition 2 The possibility relation p is a binary relation on Ω such that:

ω0p ω iff K̄(ω) ⊂ ω0 or equivalently ω(Kφ) = 1⇒ ω0(φ) = 1

The set of states which are possible at ω is:

P (ω) = {ω0 : ω0p ω}

The possibility correspondence, P : Ω → 2Ω specifies the possibility sets of the agent for each

state of the world.

The properties of the binary relation p are associated with the properties of the knowledge

of the agent. Since I am interested in a model based on the knowledge the agent has, I shall

consider the properties of knowledge as the basis.

There are three properties which have been frequently used in axiomatic models of knowl-

edge:

A1 If ω(Kφ) = 1 then ω(φ) = 1,∀φ ∈ Φ
A2 If ω(Kφ) = 1 then ω(KKφ) = 1,∀φ ∈ Φ
A3 If ω(∼ Kφ) = 1 then ω(K ∼ Kφ) = 1,∀φ ∈ Φ.

The first property states that if the agent knows a proposition, that proposition is true. This is

the property that defines knowledge, if this property is not satisfied then we would be speaking

of beliefs, not knowledge.

The second and third properties are introspective. The second axioms refers to positive

introspection. Whenever the agent knows something she also knows that she knows it. If it

holds the agent is able to tell what she knows.

The third property, often called the negative introspection axiom, is particularly objection-

able. In my opinion this property makes sense in cases where the agent is aware of the existence

of the proposition. In such a case, by introspection the agent should be able to recognize her

ignorance. But I can imagine situations where the agent does not even know the existence of
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the proposition. In such cases, introspection would not be enough for the agent to recognize

her ignorance6. In summary I believe that this axiom has implicit more than just introspection,

it assumes that the agent is aware of all propositions.

Let us denote the set of states of the world which satisfies A1 by Ω1, the set of states which
satisfies A1 and A2 by Ω2 and the set of states which satisfies the three properties by Ω3.

The number of states of the world when the three axioms are satisfied is much smaller.

In previous example, the second, third, and fourth assignments in the table above are not

permitted, because they do not obey axioms A1, A2 and A3, respectively. The states of the
world in the example, under these axioms would be reduced to the four states:

state φ0 ∼ φ0 Kφ0 K ∼ φ0 ∼ Kφ0 ∼ K ∼ φ0 ...

1 1 0 1 0 0 1 ...

2 1 0 0 0 1 1 ...

3 0 1 0 1 1 0 ...

4 0 1 0 0 1 1 ...

The assignments of truth and false values to all the other propositions in Φ is determined

by using the axioms A2 and A3. Given the assignment rules for the negation and for the
epistemic propositions it is enough to assign values to the propositions φ0,Kφ0 and K ∼ φ0, to

generate the logical value of all the other propositions. In other words there are two elements of

uncertainty - is the proposition φ0 true or false? Does the agent know whether the proposition

is true or false or not?

It is easy to see that the possibility correspondence partitions the set of states of the world.

In fact P (1) = {1}, P (2) = {2, 4}, P (3) = {3} and P (4) = {2, 4}. We notice again that the
knowledge the agent has is part of the definition of state of the world. This characteristic

distinguishes this framework from the one normally used where the information structure is

not an object of uncertainty, e.g. in Geanakoplos [5]. In the example above one could say that

there are two possible information structures in the traditional sense, i.e. when the information

structure is not subject to uncertainty. Under one information structure the agent knows if it

6A possible illustration which comes to my mind is the proposition: “nuclear bomb can potentially cause

millions of deaths", which say to a Japanese farmer before Hiroshima, wasn’t something he even knew existed.

Another example is when the proposition is about some speciality in which the agent is not an expert.
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is sunny or not (first and third rows), under the other the agent does not know whether it is

sunny or not (second and fourth rows).

Samet proves several results about the relationship between the mentioned properties and

the possibility relation and possibility correspondences. I summarize the results in the following

proposition:

Proposition 1 (Samet) (i) What p implies in terms of the epistemic content:

For Ω ⊂ Ω2, ω0p ω iff K̄(ω0) ⊃ K̄(ω)

For Ω ⊂ Ω3, ω0p ω iff K̄(ω0) = K̄(ω)

(ii) Properties of the binary relation p:

• If Ω ⊂ Ω1, p is reflexive
• If Ω ⊂ Ω2, p is reflexive and transitive
• If Ω ⊂ Ω3, p is reflexive, transitive and symmetric.

(iii) Properties of the possibility correspondence

• If Ω ⊂ Ω1, ω ∈ P (ω)

• If Ω ⊂ Ω2, ω ∈ P (ω) and if ω0 ∈ P (ω) then P (ω) ⊃ P (ω0)

• If Ω ⊂ Ω3, ω ∈ P (ω) and if ω0 ∈ P (ω) then P (ω) = P (ω0)

Proof: The complete proof can be found in Samet [10]. Here I prove the first part of the

proposition. Consider the case where ω ∈ Ω2. Suppose that φ ∈ K̄(ω). That is equivalent

to ω(Kφ) = 1, which implies ω(KKφ) = 1. Hence Kφ ∈ K̄(ω). Since ω0 is possible at ω iff

K̄(ω) ⊂ ω0, the last result implies ω0(Kφ) = 1 or in other words φ ∈ K̄(ω0). The implication in

the other direction is a consequence of A1, in fact if ω0(Kφ) = 1 it is also true that ω0(φ) = 1

hence K̄(ω0) ⊂ ω0.

When A3 also holds one can prove that the inclusion cannot be strict. The proof is by
contradiction. Suppose there is some proposition such that ω0(Kφ) = 1 but ω(Kφ) = 0. By A3
ω(∼ Kφ) = 1 implies that ω(K ∼ Kφ) = 1 which implies, by definition of p, that ω0(∼ Kφ) = 1,

a contradiction. Q.E.D.
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So under the axioms A1-A3 the agent only considers possible states which are epistimolog-
ically equivalent and the possibility correspondence partitions the set of states of the world.

However when only A1-A2 hold the agent may consider possible states of the world such
that if she was in those states she would know more propositions than the ones she actually

knows. In terms of possibility correspondence this result says that the agent may consider

possible states such that if she was in those states she would consider as possible only a subset

of the states that she considers possible.

2.2 Some Comments

Some observations on Samet’s model would be appropriate here. The model is written from

the view point of the modeler. He is describing a certain physical environment as well as the

agent’s knowledge about it. The model does not say whether the agent knows or doesn’t know

the information structure and the set of states of the world.

The concepts introduced are defined by the modeler. They would have a different meaning

or no meaning at all from the agent’s perspective. For example, what would the agent answer

if asked, at the state of the world ω, which propositions does she know? The answer coincides

with K̄(ω) if ω ∈ Ω2, in this case the agent knows exactly the propositions that she knows, she
knows K̄(ω). Otherwise it is only the modeler who knows that the agent knows the propositions

in K̄(ω).

More important, would it make sense (within the context of the model) to ask the agent,

in the state of the world ω, which states of the world does she consider possible? Generally it

wouldn’t. The question may not be comprehensible to the agent (she may not recognize the

expression “states of the world”). In order for the agent to be able to answer the question one

has to assume that the set of propositions in Φ includes propositions referring to the possibility

sets and that the agent knows these propositions.

The model I present in the next section can be analyzed from the agent’s perspective. The

issues of whether the agent knows or doesn’t know the universe will be explicitly addressed

within the model.

Let us assume for the moment that in the previous model the agent knows, in each state of

the world, the set of conceivable states of the world (consider this as an informal assumption of

the model). Then the model without the assumptionA3 implies that the agent is being partially
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irrational. Although the agent knows the complete description of the states of the world, and

as such should be aware of all propositions which describe them, she does not always recognize

her ignorance, which may lead the agent to consider possible states where she knows more

propositions than the ones she actually knows!

In a different setup, which considers physical states of the world, Geanakoplos gives another

example of how assuming that the agent knows the universe and knowledge doesn’t obey prop-

erty A3, implies partial irrationality: Suppose there are only two states of the world Ω = {a, b},
where a is the layer of ozone is disintegrating and b is the layer of ozone is not disintegrating.

Suppose P (a) = {a} and P (b) = {a, b}, where the disintegration of the layer of ozone can
be identified because if it happens there is emission of gamma rays, while otherwise nothing

happens. Assume also that the agent knows the information structure (otherwise the definition

of states of the world could not be as defined). If b occurs the agent doesn’t know whether

state a or b occurred. But if the agent knows the information structure she should reason “I

cannot possibly be in state a because if I was in state a I would detect gamma rays, since I do

not detect them I have to be in state b”. Hence if the agent uses all the information she has,

including her knowledge of the possibility correspondence, the final information structure is a

partition.

2.3 A Reinterpretation of the Model

Samet’s model does not distinguish between the agent’s knowledge of non-epistemic propositions

from her knowledge of epistemic propositions. However under the axioms A1- A3 if the agent
knows something, she can derive, by introspection, that she knows that she knows it,.... So if

the agent knows “it is sunny”, she knows “I know that it is sunny”, she knows “I know that I

know that it is sunny”.... This type of knowledge can be called inferred knowledge. Thus the

knowledge of the proposition “it is sunny” is enough to generate all the sequence above.

A reinterpretation of the model can be made by assuming that at different states the agent

has some non-inferred knowledge and the existence of certain deduction rules. Through rea-

soning and introspection the agent can derive other things, increasing the set of propositions

she knows, the end result of this iterative process is what the axiomatic models of knowledge

refer to. In fact, it is usual in axiomatic models of knowledge to include both inferred and
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non-inferred knowledge in the structure of the model7.

Instead of defining the states of the world as I did before, using all the propositions in Φ,

one could consider a subset of propositions such that once the true and false values are assigned

to these propositions all the assignments to the other propositions in Φ can be derived using

the axioms.

The set of “basic propositions” one needs to consider to generate Ω depends on the axioms

of the model. For example, under axioms A1-A3 by considering assignments to the propositions
about the environment and the propositions about the agent’s knowledge of the environment

one can “generate” all the other assignments.

I am interested in a model where the agent’s non-inferred knowledge includes, in any state of

the world, knowing that a proposition can either be true or false, knowing the assignment rules

of logic and knowing the notion of a state of the world. Through introspection and reasoning

the agent can then derive a set of conceivable states of the world. Which means that in the

end result of the agent’s reasoning process she will have a certain view about the set of states

of the world.

3 The Description of My Model

3.1 Features of The Model

I start this section by discussing the features of my model.

• The distinction between being aware of the existence of a proposition and knowing or not
knowing its logical value is introduced in my model. Obviously an agent can only know

the logical value of a proposition if she is aware of the proposition. One can imagine

ourselves asking the agent to enumerate the propositions she can think about as the first

step.

• I want the agent to be able to think logically. In order to achieve this goal I introduce
logic in the model, in any state of the world the rules of propositional calculus hold. Thus

the model considered here has high consistency requirements when compared with the

7 In Samet [10] Φ includes all the derived propositions. Bacharach [2] considers an atomic sigma-field of sets

(the events), which includes events like knowing some event.
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previous one. Moreover the agent is assumed to be able to make deductions and to know

the axioms of logic and therefore to know the theorems of logic, too.

• I continue to speak of knowledge, so axiom A1 continues to be valid.

• Positive introspection is maintained. I also preserve negative introspection whenever that
makes sense, i.e. if the agent is aware of some proposition that she doesn’t know she is

able to conclude that she doesn’t know the proposition.

• The agent is not assumed to know a priori the set of states of the world. Instead the agent
knows the concepts of a state of the world and of the possibility correspondence. Since

she can think she is able to deduce a set of conceivable states of the world and define the

possibility correspondence on such universe.

Introducing logic Besides the negation and knowledge operator all other operators of logic

are defined in the model. The set of propositions Φ is closed under the logical operators. For

example if propositions φ1 and φ2 are elements of Φ so is the proposition φ1 ∧ φ2. Hence the
structure of Φ is substantially more complex than the one used by Samet. I will return to the

issue of the structure of Φ later.

I assume that the assignment rules of propositional calculus hold in any state of the world.

Thus once the logical value of the “basic propositions” is known one knows the logical value

the other propositions. In the example if both φ1 and φ2 are true the proposition φ1∧φ2 is also
true, otherwise it is false. While in the model of the previous section the only logical consistency

requirement was that if a proposition is true its negation was false, here in any state of the

world the assignments of true and false values have to satisfy all rules of logic.

The symbols ∀,∃,∈, ..., are part of the alphabets of the model, and can be used in proposi-
tions.

The awareness operator As referred above it seems to be important to distinguish between

the agent’s knowledge of the existence of a given proposition from her knowledge about the

logical value of the proposition. I will call the first kind of knowledge: awareness8.

8The term awareness has been used in the computer science literature with a different meaning. Fagin and

Halpern [4] use an awareness operator as a “filter" to what they call implicit beliefs. Implicit beliefs include
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For each proposition φ ∈ Φ there exists a proposition Aφ. Which means “the agent is aware
of proposition φ". Now each state of the world is also characterized by the agent being or not

aware of a given proposition.

Definition 3 The awareness set of the agent at state ω, Φa(ω), is the set of propositions the

agent is aware of in the state ω:

Φa(ω) = {φ0 ∈ Φ : ω(Aφ0) = 1}

I assume the agent always knows that if a proposition exists its negation also exists as well

as propositions about the agent’s knowledge of the proposition. The agent also knows that if

two propositions exist than one can define their conjunction, disjunction,... As a consequence

the set of propositions the agent is aware of has to be closed under the logical operators and

the knowledge operator.

The structure of Φ. The set of propositions in my model is substantially more complex

than the one in the model of the previous section. This is so partly because of the inclusion of

the logical operators and the awareness operator in the model.

There is however a more fundamental difference. Since I am interested in a model where

it makes sense to ask the agent her view about the set of states of the world and which states

she considers possible,... a complete model includes propositions which refer to the conceivable

states of the world, the epistemic content of these states, the set of propositions the agent

is aware of. In other words the set of propositions Φ includes not only propositions about

the environment and the agent’s awareness and knowledge. It includes propositions about the

“model", about the set of states of the world and the information structure.

To illustrate this idea consider the example of the previous section where the basic propo-

sition about the environment was “it is sunny". One can define the proposition “There exists

a conceivable state of the world where it is sunny holds and the agent knows it,..". In order for

all that could potentially be known by the agent, if she could derive all the consequences of her non-inferred

knowledge. The use of the awareness operator is intended to capture the idea of bounded rationality. The agent

beliefs explicitly only in a subset of all the consequences of her non-inferred knowledge.
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us to say that the agent knows the universe of states of the world she has to know propositions

like this one.

This leads to an element of circularity in the definition of states of the world, since I am

defining states of the world based on the assignments of true and false values to propositions,

where some propositions refer to states of the world. The element of circularity is not surprising.

Circularity also exists in models where a probability space (Ω, P, μ) is considered and where

it is assumed that the agent knows the information structure. This is so because in order to

incorporate the idea that the agent knows the information structure one has to include the

possibility correspondence in the full description of the state of the world ω9. Since my model

is designed to answer questions related to the agent’s knowledge of the set of states of the world

one should expect the same type of circularity.

3.2 The Axioms

Let Φ be the set of all propositions. In order to simplify the list of axioms let g(φ) either be a

proposition that combines φ with one or several of the operators A,K,∼ (such as Kφ, ∼ φ) or

the proposition “there exists a state of the world where φ holds”.

The states of the world defined in this model are “awareness-epistemic states of the world".

Definition 4 Consider Σ = {0, 1}Φ, the set of all the assignments of truth and false values to
the propositions in Φ. A state of the world ω is an element of Σ such that the assignment of

truth and false values satisfies the assignment rules of propositional calculus, the awareness and

the epistemic rules stated below:

9Gilboa [6] gives an exposition of the circularity problem in that framework and presents a model where the

agent’s knowledge of the information structure is specified within the model. His work is one of the few that

doesn’t informally assume that the agent knows the information structure.
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A0 Axioms of propositional calculus.

A1 If ω(Kφ) = 1 then ω(φ) = 1,∀φ ∈ Φ.
A2 If ω(Kφ) = 1 then ω(KKφ) = 1,∀φ ∈ Φ.
A3 If ω(K(φ1 ⇒ φ2)) = 1, then ω(Kφ1) = 1⇒ ω(Kφ2) = 1,∀φ1, φ2 ∈ Φ.
A4 ω(Aφ) = ω(Ag(φ)),∀φ ∈ Φ.
A5 ω(Aφ1) = 1 and ω(Aφ2) = 1⇒ ω(A(φ1 ∩ φ2)) = 1,∀φ1, φ2 ∈ Φ.
A6 If ω(Aφ) = 0 then ω(∼ Kφ) = 1 and ω(∼ K ∼ φ) = 1,∀φ ∈ Φ.
A7 If ω(Aφ) = 1 and ω(∼ Kφ) = 1 then ω(K ∼ Kφ) = 1,∀φ ∈ Φ.
A8 The agent knows definitions 1, 2, 3, 4, and axioms A0−A7.

The first axiom says that the universe of states is logically consistent. It includes the

requirement that in any state of the world either a proposition is true or its negation is true,

but extends that to all other propositional calculus rules10.

The next three axioms refer to the assignment rules of epistemic propositions. A1 guarantees
that one is speaking of knowledge. A2 says that the agent is able to do positive introspection
and whenever she knows something she knows that she knows it. A3 says that the agent’s
knowledge has to be closed under implication. So if she knows “if it rains then there must be

10Using the logic operators ∧,∨,⇒ and ∼ the axioms of propositional calculus are:

(1) φ1 ⇒ (φ2 ⇒ φ1)

(2) (φ1 ⇒ (φ2 ⇒ φ3))⇒ ((φ1 ⇒ φ2)⇒ (φ1 ⇒ φ3))

(3) φ1 ∧ φ2 ⇒ φ1

(4) φ1 ∧ φ2 ⇒ φ2

(5) φ1 ⇒ (φ2 ⇒ (φ1 ∧ φ2))

(6) φ1 ⇒ (φ1 ∨ φ2)

(7) φ2 ⇒ (φ1 ∨ φ2)

(8) (φ1 ⇒ φ3)⇒ ((φ2 ⇒ φ3)⇒ (φ1 ∨ φ2 ⇒ φ3))

(9) (φ1 ⇒ φ2)⇒ ((φ1 ⇒∼ φ2)⇒∼ φ1)

(10) ∼∼ φ1 ⇒ φ1

And the only rule of inference is modus ponens, i.e.; φ2 is a direct consequence of φ1 and φ1 ⇒ φ2.
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clouds in the sky" and additionally she knows “it is raining", then she knows that “there are

clouds in the sky". This is obviously a very strong assumption. It imposes a very high level

of rationality. For example, if the agent knows the axioms of logic, she knows all the theorems

too.

Axioms A4-A5 say that in any state of the world the set of propositions the agent is aware
of is closed under the logical and the knowledge operator. The idea is that the agent knows

that one can always define the negation of a proposition, propositions about the knowledge of

the proposition, and so on. In addition if the agent knows that a proposition exists she knows

that she can use the proposition in her description of the states of the world and vice-versa.

A6 says that if the agent is not aware of a proposition then she cannot know if the proposition
is true or false. Knowledge of the existence of the proposition is a necessary condition for the

knowledge of its logical value.

A7 says that negative introspection holds if the agent is aware of the proposition. This
axiom is weaker than the axiom of negative introspection in the model of section 2. In that

model whenever the agent doesn’t know a proposition she knows that she doesn’t, here this

property is true only if the agent is aware of the proposition.

If A8 holds the agent knows the properties of her knowledge. This in combination with
A0 means that the agent knows logic, and with A3 that the agent can derive the logical
consequences of the properties of her knowledge. A remark about the axiom is that the agent’s

knowing the definition 4 doesn’t mean she knows Φ. What it means is that the agent knows

that a state of the world is an assignment of truth and false values to all the propositions which

is consistent with the axioms.

Latter I will add one more axiom which is necessary for coherence between the modeler’s

model and the agent’s view of model.

Axioms are by their own nature assumed to be always true. So, in a sense one can interpret

them as propositions which are always valid. For these type of propositions, as well as any

logical consequence of them, only the truth value can hold in any state of the world.

Let Ω be the set of all states of the world. I will also refer to Ω as the set of states of the

world conceivable by the modeler.
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An Alternative Approach Instead of considering the full set of propositions to define the

states of the world one could consider “basic propositions" which are sufficient to generate the

set of states of the world, given the set of axioms. Let us call the set of “basic propositions"

Φb. Let Σb = {0, 1}Φb be the set of assignments of truth and false values to these propositions
and let Ωb be the subset of Σb which satisfies the axioms of the model11. Let us define a

correspondence from Ωb to Ω as follows:

f(ωb) = {ω ∈ Ω : ωb(φ) = ω(φ),∀φ ∈ Φb}

We can say that Φb generates the set of states of the world Ω if and only if f is a one to one

mapping. There are, of course, many sets of propositions which generate Ω, the set of “basic

propositions" is the minimal set of simple propositions which generates Ω.

The set of “basic propositions” in my model includes propositions about the environment,

propositions about the agent’s awareness of these propositions and propositions about the

agent’s knowledge of the logical value of the propositions describing the environment. The other

propositions, including propositions referring to the agent’s knowledge about her knowledge,

what the agent knows about the true state of the world, what states does the agent consider

possible, all have an assignment which can be derived by using the assignments to the basic

propositions and the axioms.

Whenever I speak about a basic state of the world I use the superscript b. One can define the

concepts of epistemic content and awareness set of a basic state of the world, just substituting

Φ by Φb in the previous definitions.

In the paper I use often the basic states of the world, since they are easier to characterize

and encode all the information we need. I call the states of the world ω ∈ Ω “complete" states
of the world.

A reinterpretation of the notation What does it mean to say that ω(Kφ) = 1? It says

literally that the proposition “the agent knows φ” holds in the state of the world ω. But what

is the meaning of the agent knowing φ? It means that the agent knows that φ = 1, or to be

more precise it means that the agent knows that the state of the world is such that φ = 1 (such

11For a given state of the world we may need a smaller set of propositions than Φb, the set of basic propositions

has to be large enough to generate all the states of the world.
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statement makes sense in this framework because the agent knows the meaning of a state of

the world).

Given A1, the agent knowing φ, means she knows something about the actual state of

the world. Let us denote by ω∗ the true state of the world . One can express ω(Kφ) = 1 in

the following way: ω(K(ω∗(φ) = 1)) = 1, the agent knows at ω that in the true state of the

world φ = 1 (the true state of the world is ω, but the agent may not know) . This gives a

correspondence between the agent’s knowledge of propositions and the agent’s knowledge about

the true state of the world. This interpretation is implicit in many steps which follow. However

I will keep the previous notation for simplicity.

In addition one can interpret ω(Aφ) = 1 as ω(K(φ ∈ Φ)) = 1.

4 Consequences of the Axioms

The (complete) states of the world are full descriptions. They include all deductions made

by the agent. In particular her knowledge about the information structure and about the

conceivable states of the world is in its definition. In this section I use the axioms of the model

to prove some properties which have to hold in the complete states of the world.

Since the agent knows the axioms of the model and knows logic, she can derive the con-

sequences of the axioms. We notice that Φ includes the axioms of the model as well as their

consequences, all these are objects that the agent can speak about.

Lemma 1 (i) ω(Kφ) = 1⇔ ω(KKφ) = 1

(ii) ω(Kφ) = 1⇒ ω(Aφ) = 1

(iii) ω(Kg(φ)) = 1⇒ ω(Aφ) = 1 or equivalently ω(Aφ) = 0⇒ ω(∼ Kg(φ)) = 1

(iv) If ω(Aφ) = 0 then ω((∼ K)nφ) = 1, for any n.

(v) ω(Kφ) = 1⇒ ω(K ∼ K ∼ φ) = 1

Proof :

(i) By A2, ω(Kφ) = 1 ⇒ ω(KKφ) = 1. Applying A1 to the proposition Kφ one gets :

ω(KKφ) = 1 ⇒ ω(Kφ) = 1. Hence the agent knows that a proposition holds iff she

knows that she knows it.

18



(ii) This is an immediate consequence of A6, since ω(Kφ) = 1⇔ ω(∼ Kφ) = 0, thus ω(Aφ) =

1.

(iii) If ω(Kg(φ)) = 1, by property (ii) ω(Ag(φ)) = 1 which is equivalent to ω(Aφ) = 1, by

axiom A4.

(iv) This property is a particular case of (iii) (for g(φ) = (∼ K)n−1φ). I present a direct

proof by induction. The property holds for n = 1, by axiom A6. Suppose that it holds
for n, then I prove that it has to hold for n + 1. Suppose not, then we would have

ω(K(∼ K)nφ) = 1. Hence, by property (ii) ω(A(∼ K)nφ) = 1. By A4 this implies that
ω(Aφ) = 1 which contradicts the initial assumption.

(v) If ω(Kφ) = 1 then by A1 ω(φ) = 1. Hence ω(∼ φ) = 0. But ω(∼ φ) = 0 implies by

A1 that ω(K ∼ φ) = 0, or equivalently, ω(∼ K ∼ φ) = 1. Thus one concludes that

ω(Kφ) = 1 ⇒ ω(∼ K ∼ φ) = 1. Since the agent knows the axioms and knows logic

she knows that this implication holds. Moreover, by A2 , ω(KKφ) = 1. Hence by A3,
ω(K ∼ K ∼ φ) = 112. Q.E.D.

These properties are immediate consequences of the axioms. One way of interpreting them

is as propositions, which have to hold in any state of the world. Notice that they are propo-

sitions about properties of states of the world. However there is something else about these

consequences which is important. Suppose that the state of the world is such that the agent

knows the precedent of a given condition holds, then she knows the conclusion has to hold as

well. In other words the knowledge of these properties combined with the specific knowledge

the agent has about the true state of the world leads the agent to derive further things about

the true state of the world.

The next proposition refers to an extremely important consequence of the axioms.

Proposition 2 ω(Aφ) = 1 iff either ω(Kφ) = 1 or ω(K ∼ Kφ) = 1.

Proof: Assume ω(Aφ) = 1. In any state of the world either ω(Kφ) = 1 or ω(∼ Kφ) = 1

12This proof uses implicitly the interpretation of the notation referred above. The property can be deduced

by noticing that ω(A ∼ φ) = 1 (by A4) and ω(∼ K ∼ φ) = 1 and applying A7, but the proof above is more
eluminating.
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and when ω(∼ Kφ) = 1 by axiom A7 ω(K ∼ Kφ) = 1. The implication in the other direction

is a consequence of property (iii). Q.E.D.

Under the axioms of the model the agent being aware of a proposition can be interpreted as

the agent being able to recognize whether she knows or doesn’t know the logical value of that

proposition.

A corollary to proposition 2 is that the agent being aware of a proposition is a “self-evident”

event. If the agent is aware of a proposition she knows that she is aware of it:

Corollary 1 ω(Aφ) = 1⇔ ω(K(Aφ)) = 1.

Proof: Suppose ω(Aφ) = 1. Applying axiom A2 on the RHS of the equivalence in proposi-
tion 2 one gets ω(KKφ) = 1 or ω(KK ∼ Kφ) = 1. Since the agent knows that proposition 2

holds, axiom A3 implies ω(K(Aφ)) = 1. The implication in the other direction is a consequence
of axiom A1. Q.E.D.

The agent knows the consequences of the axioms, so she knows that this equivalence holds.

Thus the agent knows that there is no state of the world and no φ ∈ Φ such that she is aware
of φ but she doesn’t know so.

At any state of the world the agent knows exactly what is the set of propositions she is

aware of. The set {φ : ω(Aφ) = 1} = Φa(ω) is the same than the set {φ : ω(KAφ) = 1}. Hence
the proposition [{φ : ω∗(Aφ) = 1} = Φa(ω)] belongs to K̄(ω).

One may ask an interesting question- what are the properties of the possibility correspon-

dence under these set of axioms? The rationality assumptions guarantee that the possibility

correspondence forms a partition:

Proposition 3 Under the axioms A0-A8 the possibility relation is an equivalence relation.

Proof : Since A1 and A2 hold one knows, by proposition 1 that if ω0p ω then K̄(ω0) ⊃ K̄(ω).

So, at ω0 the agent has to know at least as much as she knows at ω.

Suppose there exists some proposition φ ∈ Φ such that ω(∼ Kφ) = 1 and ω0(Kφ) = 1.

Consider first the case where φ ∈ Φa(ω). In this case ω(∼ Kφ) = 1 implies, by negative

introspection, that ω(K ∼ Kφ) = 1. Since the agent has to know at ω0 all that she knows

at ω this implies ω0(K ∼ Kφ) = 1, and by A1, ω0(∼ Kφ) = 1, which contradicts the initial
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assumption. Therefore φ cannot belong to Φa(ω). But corollary 1 tells us that at ω the agent

knows the set of propositions she is aware of and she knows that she is not aware of any other

proposition. Hence the axioms of the model, which are known to the agent, imply that at

state ω the agent doesn’t consider possible any epistemic state where she is aware of more

propositions than the ones she is actually aware of. Q.E.D

The argument in the proof gives a characterization of the states that the agent considers

possible at ω. They have to be states where the set of propositions the agent is aware of

is the same than at ω and where the set of propositions the agent knows is also the same.

This characterization is true independently of the agent being or not being aware of all the

existent propositions. An important conclusion is the result that the possibility correspondence

partitions the set of states of the world depends upon the rationality assumption implicit on

the axiom that if the agent doesn’t know something she knows that she doesn’t know. Hence

by giving up complete awareness one does not loose the partitions result.

Given the one to one correspondence between complete states of the world and basic states

of the world one can translate the possibility correspondence into the set of basic states of

the world. The possibility correspondence partitions the set of basic states according to the

awareness set and the epistemic content of the basic states of the world, i.e:

P (ωb) = {ω0b ∈ Ωb : Φa(ω0b) = Φa(ωb) and K̄(ω0b) = K̄(ωb)}

5 The Agent’s View of The Universe at ω

In this section I consider a given basic state of the world, ωb, and ask - what is the agent’s view

of the world in the corresponding complete state of the world ω. Which states of the world can

she conceive? Which states of the world does she consider possible?

5.1 Agent’s View About the Model

The properties of the model guarantee that the agent knows at ω which propositions belong to

the set Φa(ωb). Moreover she knows that she is within a model where there is an abstract set

of basic propositions Φb, which is the maximal set of basic propositions she can be aware of.

If the agent doesn’t know anything more about Φb she will be uncertain whether Φb ⊃ Φa(ωb)
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or Φb = Φa(ωb). But then a complete epistemic model should include this uncertainty within

the model. In a sense what is happening is that the agent doesn’t know in which “model" she

is in. She knows that the model has to satisfy the properties A0 to A7, but she doesn’t know
which model in this class she is in.

One way to solve this internal consistency problem is to extend the model in order to

include all the models in the class of models satisfying the axioms above. However there are

three interesting cases where one doesn’t need to do so.

One case is when the agent is aware, in any state of the world, of all the existing propositions.

Let us define the “completeness" axiom as follows:

AC ω(Aφ) = 1,∀φ ∈ Φb.
ω(K(AC)) = 1.

Adding this “completeness" axiom to the previous set of axioms, leads to a model where the

agent knows the set of states of the world.

The other interesting case is when the set Φb is infinite and in any state of the world the

set of propositions the agent is aware of is a strict subset of all the set of existing propositions.

This can be described by the following “incompleteness axiom”:

AI ∃φ ∈ Φb : ω(Aφ) = 0.
ω(K(AI)) = 1.

A combination of these two cases which fits in this setup is when the completeness/incompleteness

are self-evident, i.e. if the agent is not aware of all propositions she knows it and if she is aware

of all propositions she also knows it. Below I concentrate on the case where the agent is never

aware of all the basic propositions. I also refer briefly to the opposing case where the agent is

always aware of all propositions.

The next two subsections answer the question of what is the agent’s description of the set

of states of the world and of the information structure. The concepts of states of the world

conceivable by the agent and agent’s possible states of the world are introduced.
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5.2 Agent’s Description of The World

The agent is not assumed to know a priori Ω, the set of states of the world. However the agent

knows the concept of state of the world, she knows that a state of the world is an assignment of

true and false values to the basic propositions which is consistent with the axioms of the model.

The agent can construct her own description of the set of states of the world, using her

knowledge, at ω, about Φb and the concept of state of the world.

Definition 5 The set of basic states of the world conceivable by the agent at state ω, is the set

of states of the world that the agent can construct using the concept of state of the world and

her knowledge about the set of basic propositions.

The question is how much does the agent know about Φb? At ω the agent knows which are

the elements of Φa(ωb). If the completeness axiom holds then the agent knows this is exactly

the set Φb.

If the incompleteness axiom holds then the agent knows that Φb \Φa(ωb) 6= ∅. This implies
that she knows that there exist states of the world conceivable by the modeler where she is aware

of propositions not in Φa(ωb). She also knows that the set Φb \ Φa(ωb) includes propositions
about the environment, awareness and knowledge of the propositions about the environment.

These are consequences of the agent’s knowledge about the structure of model.

Although the agent has a generic knowledge about the existence of states of the world

conceivable by the modeler where she would be aware of propositions she is not aware of,

she cannot know which specific propositions not in Φa(ωb) she would be aware in such states.

Suppose the contrary, assume that the state ω0b is such that ω0b(Aφ∗) = 1, while ωb(Aφ∗) = 0.

The agent cannot be aware of the proposition “there exists a state such that Aφ∗ = 1”, because

if she was aware of such a proposition then by A4 she would be aware of proposition φ∗ at the

state ω, a contradiction.

Obviously the agent is restricted in her description of the states of the world since she cannot

use any proposition not in Φa(ωb). However the knowledge that Φb \ Φa(ωb) 6= ∅ and that this
set includes propositions about the environment, awareness and knowledge of the propositions

about the environment should be used in some manner by the agent in her description of the

world.

In order to formalize this idea let us define the propositions: φ̄ω =“propositions about
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the environment not included in Φa(ωb) hold”, φ̄aω =“the agent is aware of some proposition

about the environment not in Φa(ωb)” and φ̄
k
ω = “the agent knows some proposition about the

environment not in Φa(ωb)”.

The logical value of the propositions φ̄aω and φ̄
k
ω can be determined for any basic state of

the world ω0b, as follows: ω0b(φ̄aω) = 1 iff ∃φ ∈ Φb \Φa(ωb) such that ω0b(Aφ) = 1. And similarly
for the proposition φ̄

k
ω. Once the basic states of the world are defined there is no ambiguity on

the logical value of these propositions.

Let Φ̂a(ωb) be the union of Φa(ωb) with these three propositions. By adding these proposi-

tions to Φa(ωb) all the agent’s knowledge, at ω, about Φb is captured - the specific knowledge

about Φa(ωb) and the generic knowledge that Φb\Φa(ωb) is nonempty and includes propositions
about the environment, awareness and knowledge of the propositions about the environment.

Lemma 2 Let us consider the elements of {0, 1}Φ̂a(ωb) which satisfy the axioms of the model.
The agent can conceive this set of basic states of the world at state ω.

Proof: The agent is aware of the set of propositions Φa(ωb) and knows the axioms of the

model. Since the agent knows the incompleteness axiom, she knows that Φb \ Φa(ωb) 6= ∅. In
addition she knows the structure of the model and as such she knows there are states where she

is aware/knows propositions not included in Φa(ωb) and this is summarized in the propositions

φ̄ω, φ̄
a
ω and φ̄

k
ω. Since she knows the axioms of the model she can imagine all the assignments

of true and false values to the propositions in Φ̂a(ωb) which are consistent with the axioms.

Q.E.D

Let us call a basic states of the world conceivable by the agent at state ω by sbω. The subscript

ω is a reminder that this is a state conceived by the agent at state ω. Let Ωb(Φ̂a(ω)) be the set

of all basic states of the world conceivable by the agent, at ω. One can also define a conceivable

complete state of the world, sω as the closure under the axioms of a basic state of the world.

Let Ω(Φ̂a(ω)) be the set of complete states imaginable by the agent.

The states of the world that the agent conceives are a function of the state of the world ω,

because the set of propositions the agent is aware of and hence can use in her description of

the states of the world changes with the state of the world.
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5.3 Agent’s Possibility Correspondence

In the previous subsection we argued that the agent can construct her own description of the

set of states of the world, using the concept of state of the world and her knowledge about the

set of basic propositions. Similarly, the agent can use the concept of possibility correspondence

to derive her own description of the information structure.

I start this subsection with a word about the interpretation of the possibility set P (ω), when

one does not assume a priori that the agent knows Ω. Then I define the agent’s possibility

correspondence.

5.3.1 About the Possibility Set P (ω)

As I said above the agent’s knowing a proposition in a certain state of the world can be

understood as the agent knowing that the state of the world is such that the proposition is

true. Hence the state of the world has to be such that the propositions that she knows are true.

In addition, as I proved, the agent knows the set of propositions she is aware of and she knows

that she is not aware of any other proposition.

The knowledge about the true state of the world need not be complete. If the agent doesn’t

know the logical value of all the propositions then the agent cannot exactly determine the true

state of the world. Moreover, the fact that the agent knows some of the properties of the true

state of the world doesn’t mean that the agent can enumerate the elements of Ω which satisfy

these properties. Since the agent is not assumed a priori to know Ω, it may be impossible for

her to do such an enumeration. Hence when one thinks about the possibility set P (ω), from

the agent’s perspective, the set should be defined descriptively and not by enumeration. P (ω)

can then be interpreted as the set of states of the world in Ω, which are consistent with all that

the agent knows at ω.

In order for the agent to enumerate all the states which can possibly be the true state of the

world she has to be aware of all the propositions she doesn’t know. However it is not always

true that the agent is aware of all the propositions she doesn’t know. Hence the agent may fall

short of a complete enumeration of all the possible states of the world.
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5.3.2 The Agent’s Possibility Correspondence

Although the agent can imagine all the states in Ωb(Φ̂a(ω)), she only considers possible a certain

subset of these states. Given what she knows, some of the imaginable states cannot be the true

state of the world. They are not possible states of the world

Given the properties of the model the subset of Ωb(Φ̂a(ω)) that the agent considers possible

at ω are the states where she is aware of the same propositions she is at ωb and she knows the

same basic propositions than in ωb. Let us call this set Γ∗(ωb). Formally the agent’s possible

states of the world is:

Γ∗(ωb) = {sbω ∈ Ωb(Φ̂a(ω)) : Φa(sbω) = Φa(ωb), K̄(sbω) = K̄(ωb)}

The difference between Γ∗(ωb) and P (ωb) is that the first is defined in the space of states

of the world conceivable by the agent at ω, while the last is defined in the set of states of the

world conceivable by the modeler. The agent is able to enumerate the states which belong to

Γ∗(ωb) but she might not be able to enumerate the elements of P (ωb).

Since the agent knows the concepts of possibility relation and possibility correspondence

she can apply these notions to her set of conceivable states. Let γω be the agent’s possibility

relation on Ωb(Φ̂a(ω)) and let Γω : Ωb(Φ̂a(ω))→ 2Ω
b(Φ̂a(ω)) be the possibility correspondence in

Ωb(Φ̂a(ω)). γω and Γω depend on the state of the world ω since Ωb(Φ̂a(ω)) also depends on ω.

Given the result in proposition (3) one can describe γω and Γω as follows:

s0bωγωs
b
ω iff Φ̂a(s0bω) = Φ̂

a(sbω) and K̄(sbω) = K̄(s0bω)

Γω(s
b
ω) = {s0bω ∈ Ωb(Φ̂a(ω)) : s0bωγωs

b
ω iff Φ̂a(s0bω) = Φ̂

a(sbω) and K̄(sbω) = K̄(s0bω)}

The possibility correspondence Γω tells us the information structure in the set of states of the

world imaginable by the agent.

5.4 Conceivable and Possible States - An Example

The concepts of states of the world conceivable by the agent and the agent’s possible states

of the world are relevant both under the completeness/ incompleteness axioms as well as un-

der the case where the completeness/incompleteness is “self-evident”. In order to consider
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a tractable example, keeping the spirit of incomplete awareness I present an example where

completeness/incompleteness are “self-evident”.

Assume that there are only three unrelated propositions about the environment φ1 =“it is

sunny in Boston”, φ2 =“it is sunny in Lisbon” and φ3 =“ it is sunny in Paris”.

Let us assume that in the actual state of the world the agent is only aware of the proposition

“it is sunny in Boston", and she knows that she is not aware of all the propositions. Assume

in addition, that φ1, φ2 and φ3 hold and the agent doesn’t know whether the proposition φ1 is

true or not.

Given her knowledge, the states of the world that the agent can conceive in the actual state

of the world are:

state φ1 Aφ1 Kφ1 K ∼ φ1 φ̄ω φ̄
a
ω φ̄

k
ω

s1 1 1 0 0 1 0 0

s2 0 1 0 0 1 0 0

s3 1 1 1 0 1 0 0

s4 0 1 0 1 1 0 0

s5 1 1 0 0 1 1 0

s6 0 1 0 0 1 1 0

s7 1 1 1 0 1 1 0
...

...
...

...
...

...
...

...

We notice that the set of states of the world conceivable by the agent would be as above in

any other state of the world where the agent is only aware of the proposition φ1. The agent is

missing in her description of the states of the world the propositions φ2, φ3, Aφ2, Aφ3, Kφ2,

Kφ3.

Given her knowledge, the states of the world the agent considers possible are s1 and s2.

Notice that for the purpose of distinguishing between the possible states of the world what

matters are the set of propositions that the agent doesn’t know (but knows that she doesn’t).

It may seem that there is no reason for the agent to care about those conceivable states

which are not possible. However there are many circumstances when the ability to think about

what would happen if other conceivable states of the world were the true state of the world is
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crucial13.

6 The Relationship Between the Agent’s and the Modeler’s

Universe

In this section I ask what is the relationship between the agent’s and the modeler’s universe

under the completeness and incompleteness axioms.

6.1 The Model With The Completeness Axiom

Adding the “completeness axiom” has several implications: Axioms A4-A5 are redundant since
it is assumed that Φ is closed under the logical and knowledge operators. In addition A6 is
irrelevant because it is never the case that ω(Aφ) = 0. Finally, A7 is equivalent to having
negative introspection over all the propositions the agent does not know.

It is trivial to show the following:

Proposition 4 When the completeness axiom is satisfied Ωb(Φ̂a(ω)) = Ωb,∀ω. In addition
Γω = P .

Proof : By the “completeness axiom” Φa(ωb) = Φb in any state of the world, and the agent

knows that she is aware of all propositions. In addition she knows the definition of state of the

world and all the axioms of the model. Therefore the set of conceivable basic states of the world

coincides with Ωb. The fact that Γω coincides with P is obvious from their definition. Q.E.D.

The most important difference between the model in section 2 with axioms A1-A3 and this
model is that here one can interpret the model from the agent’s perspective, which is a result of

the agent being able to reason and know the properties of her knowledge. Here it makes sense

to ask the agent which set of states does she conceive, which set of states does she consider

possible given what she knows, even which set of states would she consider possible if she was

13One example: suppose a duopolist has a low cost technology, but her competitor doesn’t know this. The

competitor only knows that the rival may have either low or high cost technology. Although the agent knows

exactly the true state of the world, her ability to reason about how she would act had her technology been high

cost is important because that influences the competitor’s choice of strategy and as consequence it affects her

prediction about how the competitor will act.
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in some other state of the world. In any complete state of the world the agent knows what is

the set of states of the world and what is the information structure.

The model with the completeness axiom has the same consequences as assuming informally

that the agent knows the information structure, a common assumption in many economic

models. However in this model the agent’s knowledge about the information structure is not

assumed. Instead it is “inferred knowledge”, in the sense that the agent derives herself what is

the set of states of the world and the information structure.

6.2 The Model With The Incompleteness Axiom

My interpretation of this case is that Φ is not finitely generated. It doesn’t matter how many

(basic) propositions the agent is aware of, there are always more propositions that she could be

aware of.

Before analyzing the relationship between the agent’s model and the global model let me

introduce here the concept of refinement.

Formally, a set Ω0 is a refinement of another Ω if there is a mapping, Π̂, from the set of

subsets of Ω to the set of subsets of Ω0 (Π̂ : 2Ω → 2Ω
0
), such that:

(i) Π̂({w}) 6= ∅, for all ω ∈ Ω
(ii) Π̂({ω}) ∩ Π̂({ω0}) = ∅, if ω 6= ω0

(iii)
S{Π̂({ω}) : ω ∈ Ω} = Ω0

(iv) Π̂(A) =
S{Π̂({ω}) : ω ∈ A}

Since (iv) implies that the image set of a subset of Ω is the union of the image sets of each

element of that subset, one can define refinement in a slightly different and more familiar way.

We can say that Ω0 is a refinement of another set Ω if there is a correspondence from Ω onto

Ω0, such that the image sets corresponding to any two different elements of Ω do not intersect.

The mapping Π : 2Ω
0 → 2Ω defined as:

Π(A0) = {ω ∈ Ω : Π̂(ω) ∩A0 6= ∅}

is called the outer reduction induced by Π̂.

The relationship between the agent’s model and the true model is the following:
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Proposition 5 Ωb is a refinement of Ωb(Φ̂a(ω)).

Proof : Define the refinement map14:

Π̂({sbω}) = {ω0b ∈ Ωb : ω0b(φ) = sbω(φ), ∀φ ∈ Φ̂a(ω)}
Π̂(A) =

[
{Π̂({sbω}) : sbω ∈ A}

One needs to prove that Π̂ satisfies the requirements (i) to (iv).

i The only way the property could fail is if a consistent assignment over Φ̂a(ωb) implies some-

thing which is incompatible with all the assignment over Φb \ Φa(ωb). However, for any
given assignment over Φ̂a(ωb), the only implications over the set of propositions that the

agent is not aware of are the ones implied by the propositions φ̄aω, φ̄
k
ω.

ii If sbω 6= s0bω then there exists some φ ∈ Φ̂a(ωb) such that sbω(φ) 6= s0bω(φ), call it φ
∗. By

definition of the refinement map for any ωb ∈ Π̂({sbω}) and any ω0b ∈ Π̂({s0bω}) we have
ωb(φ∗) = sbω(φ

∗) 6= s0bω(φ
∗) = ω0b(φ∗). Hence the requirement holds.

iii One needs to prove that there is no ωb ∈ Ωb such that there is no sbω ∈ Ωb(Φ̂a(ω)) such that
ωb ∈ Π̂(sbω). This can be proven by contradiction. Suppose there exists such state of the
world, call it ω̄b. By construction ω̄b is an element of {0, 1}Φb which is consistent with
the axioms of the model. This can also be written as ω̄b ∈ {0, 1}Φa(ωb){0, 1}Φb\Φa(ωb).
The non-existence of a state of the world conceivable by the agent which image is ω̄b is

equivalent to say that if one projects ω̄b on the space Φ̂a(ω), the assignment obtained in

that subset of propositions is not consistent with the axioms. Which means that either

the assignment over Φa(ωb) is not consistent with the axioms or the assignments to the

propositions φ̄aω and φ̄
k
ω is not consistent with the axioms. But then ω̄b cannot be a

consistent assignment, which is a contradiction.

iv Holds by definition. Q.E.D.

What this proposition means is that there is a one to many mapping from the set of states

of the world conceivable by the agent to the set of states of the world of the modeler. The
14The refinement mapping defined depends on ω, however I will not include the index ω in the notation for

simplificity.
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agent can only make an incomplete description of each state of the world. Hence if we consider

a certain state of the world as described by the agent, say sbω, and ask what is the set of states

of the world (in the modeler’s model) which satisfy the agent’s description there will be several

states which will do (precisely Π̂(sbω)). In other words, the states of the world imaginable by

the agent in the state ω are coarser then the modeler’s states of the world.

The example in section 5.4 illustrates this relationship. Consider, for example, the agent’s

state s1. There are four states of the world in the modeler’s model which correspond to s1.

These states have in common the propositions that “it is sunny in Boston” and “the agent

doesn’t know that it is sunny in Boston”, but in one of them “it is sunny in Paris and it is

sunny in Lisbon”, in a second one “it is sunny in Paris and it is not sunny in Lisbon”, in the

third “it is not sunny in Paris and it is sunny in Lisbon” and in the fourth “it is not sunny in

Paris and it is not sunny in Lisbon”.

In the case of s1, since the agent is not aware of propositions φ2 and φ3 she cannot know

their logical value. Hence the four states above are the only states which correspond to s1. The

same reasoning holds in the case of s2, s3, s4. However not all the states of the world conceivable

by the agent, correspond only to four states in the modeler’s universe. For example, in the case

of s5, s6 and s7 there are twelve states corresponding to each of them in the modeler’s universe

(φ2 and φ3 can have true or false values as above, and the agent can be aware of φ2, be aware

of φ3 or be aware of both)
15.

The definition of states of the world conceivable by the agent only involves the set of propo-

sitions the agent is aware of and the knowledge the agent has of the axioms of the model.

Since in any state of the world the agent knows the axioms, the fact that the agent may have

different views of the world in alternative states of the world is driven by the differences in the

set of propositions the agent is aware of in these alternative states. Two states of the world

15 In Kreps [7] the agent lists a set of physical states of the world, where the list is not completely fine. In

each of these states there are subcontingencies that can occur but the agent did not foresee. In my framework,

which differs from Kreps because the states of the world are epistemic, the set of subcontingencies that the agent

doesn’t foresee, in state ω, is the same for the states of the world which belong to the same possibility set of

the agent. Implicitly Kreps only considers the set of possible states of the world (conceivable states of the world

which are not possible are not relevant in a context where there is only one decision maker). Thus if one embeded

Kreps’s framework in my model we would get the result that the set of subcontigencies in his framework is the

same for all states of the world that he considers.
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belonging to the same “awareness equivalence class” will have the same set of states of the

world conceivable by the agent.

Furthermore one can prove, using the same type of argument as in the proof of proposition

5, that if two states of the world are such that the set of propositions the agent is aware of in

the first state is a superset of the set of propositions the agent is aware in the second state,

then the set of the states conceivable by the agent in the first state, is a refinement of the set

of states conceivable by her in the second state.

The next question one may ask is - how does Γω relate with P? Proposition 6 gives an

answer to this question.

The proposition compares the possibility set in a given state, say ω0b, with the agent’s view at

ω of that possibility set. What do I mean by this? Since at ω there exists some state imaginable

by the agent which corresponds to ω0b, s0bω = Π(ω0b), one can ask which are the states of the

world, conceivable by the agent at ω, which she thinks at ω that she would consider possible if

she was in that state, Γω(s0bω). This is the agent’s view at ω of the possibility set in state ω0b.

However the agent’s and the modeler’s possibility correspondences are defined on different

spaces. As a consequence one needs to express both correspondences in the same space in order

to make such a comparison. I do this by using the refinement mapping on the agent’s possibility

sets, hence expressing both correspondences in Ωb. By applying the refinement mapping on the

agent’s possibility sets one identifies the states of the world (in the modeler’s model) which are

consistent with the agent’s description of each possibility set. The comparison of these sets

with the modeler’s possibility sets is basically a comparison of the agent’s description at ω of

the information structure with the true information structure.

The result of this comparison is the following:

Proposition 6

i If Φa(ω0b) ⊂ Φa(ωb) then Π̂(Γω(Π(ω0b))) = P (ω0b).

ii If ∃φ ∈ Φa(ω0b) : φ 6 ∈Φa(ωb) then Π̂(Γω(Π(ω0b))) ⊃ P (ω0b).

Proof :

i Let us consider a state ω0b such that Φa(ω0b) ⊂ Φa(ωb). I construct Π̂(Γω(Π(ω0b))) and show
that it is equal to P (ω0b).
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Let us find the projection of ω0b on Ωb(Φa(ωb)), Π(ω0b), say it is the state s0bω . By con-

struction s0bω has the same assignments than ω0b over the propositions in Φ̂a(ωb). Thus

K̄(s0bω) = K̄(ω0b) and Φa(s0bω) = Φa(ω0b) ⊂ Φa(ωb). Moreover s0bω(φ̄aω) = 0 and s0bω(φ̄
k
ω) = 0.

Any state in Γω(s0bω) has the same awareness and epistemic states than s0bω and Γω(s0bω)

includes all the states conceivable by the agent which satisfy this property. Hence for any

s00bω ∈ Γω(s0bω), K̄(s00bω ) = K̄(ω0b), Φa(s00bω ) = Φa(ω0b), s00bω (φ̄
a
ω) = 0, and s00bω (φ̄

k
ω) = 0.

Applying the refinement mapping to Γω(s0bω) one gets:

Π̂(Γω(s
0b
ω)) = {ω00b ∈ Ωb : ω00b(φ) = s00b(φ) ∀φ ∈ Φ̂a(ω), where s00bω ∈ Γω(s0bω)}

Obviously any ω00b which belongs to this set has to satisfy K̄(ω00b) = K̄(ω0b) and Φa(ω00b) =

Φa(ω0b) and hence it belongs to P (ω0b). In addition this set has to include all the ele-

ments of Ωb which satisfy these properties because otherwise Π̂ wouldn’t be a refinement

mapping.

ii Let us consider a state ω0b where the condition holds, this implies that ω0b(φ̄aω) = 1. One

can divide the set of propositions the agent is aware of at ω0b in two disjoint sets: A =

Φa(ω0b) ∩ Φa(ωb), and B = Φa(ω0b) \ A, where by assumption B is nonempty. Similarly

one can partition the set K̄(ω0b) into the sets C and D, C = K̄(ω0b) ∩ Φa(ωb), and
D = K̄(ω0b) \ C, D may or may not be empty. Let us assume it is not empty, the proof
can be adjusted easily if otherwise.

Applying the outer reduction mapping to ω0b one gets a state, s0bω , such that s00bω (φ̄
a
ω) = 1

and all the assignments of truth and false values to the propositions in Φa(ωb) coincide

with the ones of ω0b. Hence Φa(s0bω) = A ∪ φ̄aω and K̄(s0bω) = C ∪ φ̄kω.
The definition of Γω(s0bω) implies that for any state in the agent’s possibility set Φa(s00bω ) =

A ∪ φ̄aω and K̄(s00bω ) = C ∪ φ̄kω.
I only need to prove that applying the outer reduction mapping to any state ω00b ∈ P (ω0b)

one gets one element of Γω(s0bω). Let us assume that Π(ω00b) = s00bω . Since Φa(ω00b) = A∪B,
and K̄(ω00b) = C ∪ D, it is clear that Φa(s00bω ) = A ∪ φ̄

a
ω and K̄(s00bω ) = C ∪ φ̄

k
ω. Hence

s00bω ∈ Γω(s0bω).
It is obvious that in general P (ω0b) is strictly included Π̂(Γω(s0bω)) because any state, ω∗

such that Φa(ω∗b)∩Φa(ωb) = A and K̄(ω∗b)∩Φa(ωb) = C and such that Φa(ω∗b) \A and
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K̄(ω∗b) \ C are nonempty is included in Π̂(Γω(s0bω)) while P (ω0b) only includes the states

ω00b for which Φa(ω00b) = A ∪B and K̄(ω00b) = C ∪D. Q.E.D.

The first part of the proposition says literally that the set of states in the modeler’s model

which are consistent with the agent’s description at ω, of her possibility set in the conceivable

state of the world corresponding to ω0 is exactly P (ω0). The comparison is between the set of

states of the world which are consistent with the agent’s description of the possibility set, not

a comparison of the description of the possibility sets per se (that would differ if the awareness

set at ω is different from the awareness set at s0ω).

Roughly speaking, one can say that the agent’s description at ω of the possibility set in the

state of the world ω0b, where she is not aware of any proposition which she is not aware of in ω,

is as good as the description she would make if that state of the world had been the true state

of the world. This result is not surprising. Since the agent is aware at ω of all the propositions

she would be aware of in ω0b she can replicate what would have been her view of the world if

she was in that state. In particular, she can make the contrafactual reasoning of describing the

set of states that she would consider possible if she were in that state.

However in imagining a state, ω0b, where she would be aware of propositions she is not

aware of in the true state of the world the agent cannot describe the possibility set as well as

she would do if she was in that state. The reason is that if the agent was at ω0b she would

know the specific propositions she would be aware of and the states she would consider possible

would be the ones which have exactly the same awareness and epistemic sets. On the other

hand at ω the agent doesn’t know the specific propositions she would be aware of if she was in

state s0bω . So she cannot perform the referred contrafactual reasoning.

To summarize, in the model with the incompleteness axiom, the states of the world and

the possibility correspondence imaginable by the agent are coarser than the modeler’s. The

agent has an incomplete knowledge of both the set of states of the world and the information

structure. I would like to stress that the agent knows this property and that saying that the

agent’s possibility correspondence is coarser than the modeler’s one does not contradict the

result that P is a partition.

The agent’s description is the best one she can do, given her awareness and her knowledge

at ω. The relationship of the agent’s possibility correspondence and the modeler’s possibility

34



correspondence is fully consistent with the fact that the agent has an incomplete view of the

states of the world. If the agent had a complete knowledge of the possibility correspondence

how could one argue that she can be rational and have an incomplete description of the states

of the world?

7 Dynamic Model of Knowledge

7.1 Description

In this section I extend the model where the agent is never aware of all propositions to more than

one period. As usual a state of the world is to be understood as a complete path, a complete

history of the world. Awareness and knowledge are now time dependent. The proposition Atφ

means that the agent is aware of proposition φ at time t, and the epistemic proposition Ktφ

means that the agent knows φ at period t. The type of propositions to which the knowledge

operator is applied is quite general, in particular it can apply to propositions about past or

future knowledge.

Let us rewrite the axioms using the time dependent awareness and knowledge operators and

add one more axiom, saying that the agent doesn’t forget, hence knowledge is non-decreasing:

A9 If ω(Ktφ) = 1 then ω(Kt+1φ) = 1.

A basic state of the world ωb now includes propositions about the environment, which can

refer to different point in time, it says which propositions about the environment the agent is

aware of at each point of time, which propositions about the environment she knows at each

point in time.

The axioms of the model imply that the knowledge of the agent about her past knowledge

is well defined: if the agent knows at time t a proposition the agent knows a time t + 1 that

she knew that proposition at time t (by A2 and A9), if the agent was aware of a proposition
at time t but she didn’t know its logical value then she knows at t + 1 that she did not know

the proposition at time t (by A7 and A9), if the agent is not aware of a proposition at time t
and becomes aware of the proposition at time t+ 1 the agent knows at t+ 1 that she did not

know the proposition in time t.

However the knowledge that the agent has about her future knowledge is not completely
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specified once one knows which propositions about the environment the agent is aware of and

which propositions she knows at each point of time. Therefore a basic state of the world has

to say what the agent knows about the structure of revelation of information. One can have

cases where the agent knows at which point in time she will learn the logical values of a certain

proposition and cases where she doesn’t know when will she learn the logical value of certain

propositions.

The states of the world conceivable by the agent are also descriptions, eventually incomplete,

of a full history of the world. As the agent becomes aware of more and more propositions, her

description of the world will change. Let us denote by sω,t a state of the world as described by

the agent at period t, when the state of the world is ω. The index ω, t is only a reminder that

this is a state of the world which can be conceived by the agent at period t, in state ω. One can

have statements like sω,t(Ktφ) = 1, which means that at state sω,t, imaginable by the agent at

period t, the agent knows at period t that φ is true. Or like sω,t[Kt(Kt+1φ or Kt+1 ∼ φ)] = 1,

which means that the agent knows at period t that in the next period she will know whether φ

is true or false.

7.2 Law of Iterated Knowledge

One can prove a law of iterated knowledge, saying that the agent cannot have at time t knowledge

about future knowledge that exceeds what she knows at period t.

Proposition 7 (LIK) If ω(∼ Ktφ) = 1 then it cannot be the case that ω(KtKt+1φ) = 1.

Proof : The proof is by contradiction. If ω(KtKt+1φ) = 1, then by A1, ω(Kt+1φ) = 1

and once again by A1, ω(φ) = 1. Since the agent knows the properties of her knowledge she

knows that ω(Kt+1φ) = 1 ⇒ ω(φ) = 1, but then by A3, ω(Ktφ) = 1, which contradicts the

assumption ω(∼ Ktφ) = 1. Q.E.D.

It is easy to prove that, the set of propositions the agent is aware of is non decreasing over

time:

Lemma 3 If φ ∈ Φat (ω) then φ ∈ Φat+1(ω)

Proof : If φ ∈ Φat (ω) that implies that either ω(Ktφ) = 1 or ω(Kt ∼ Ktφ) = 1. In the first

case by A9 one knows that ω(Kt+1φ) = 1, and thus φ ∈ Φat+1(ω). In the second case, again
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by A9 one gets ω(Kt+1 ∼ Ktφ) = 1. Hence ω(At+1 ∼ Ktφ) = 1 but the closure axiom (A4)
guarantees that ω(At+1φ) = 1. Q.E.D.

It is interesting that one doesn’t need any axiom relating the awareness operator at different

points of time to get the non-decreasing awareness result. The reason goes back to the equiv-

alence of the agent’s awareness of a proposition and her knowledge about knowing or not the

logical value of a proposition. Since knowledge is non-decreasing the mentioned equivalence is

all we need to guarantee that awareness is non-decreasing.

A corollary of the LIK is that Φat (ω) is the best forecast the agent has of Φ
a
t+1(ω).

Corollary 2 If Kt(φ ∈ Φat+1(ω)) then φ ∈ Φat (ω).

Proof : Suppose not, suppose ∃φ not belonging to Φat (ω) and such that Kt(φ ∈ Φat+1(ω)).
By property [v], ω(∼ Ktφ) = 1 and ω(∼ Kt ∼ Ktφ) = 1. By LIK that implies that it cannot

be the case that:

ω(KtKt+1φ) = 1 or ω(KtKt+1 ∼ Ktφ) = 1

Or equivalently:

ω(∼ Kt[ω(Kt+1φ) = 1 or ω(Kt+1 ∼ Ktφ) = 1]) = 1⇔ ω(∼ KtAt+1φ) = 1

Hence the agent cannot know at period t that some proposition belongs to Φat+1, unless she is

aware of that proposition in period t. Q.E.D

7.3 Relationship Between Ω(Φa
t (ω)) and Ω(Φa

t+1(ω))

In this section I analyze how the agent’s view about the world changes over time. I show that

the set of states of the world conceivable by the agent and her possibility correspondence get

finer as time passes.

The set of conceivable basic states of the world by the agent at state ω at time t depends on

ω and t. Like before the knowledge of the agent about the structure of the model should be used

to get a comprehensive picture of Φb. Let us extend the set Φaω,t by propositions like φ̄ω,t, φ̄
at
ω,t

and φ̄
kt
ω,t. These propositions are defined as before except that now because the awareness and

knowledge operators are time dependent there will be propositions referring to the awareness
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or knowledge of propositions which do not belong to Φaω,t, at each point of time, let Φ̂
a
ω,t be

union of these propositions with Φaω,t

Consider a state of the world ω. I showed before that under the axioms the set of propositions

the agent is aware of, in state ω, is non-decreasing over time. Hence we should expect the agent’s

description of the set of states of the world to improve over time. One can prove the following:

Proposition 8 Ωb(Φat+1(ω)) is a refinement of Ω
b(Φat (ω))

Proof : Define the refinement mapping:

Π̂(sbω,t) = {sbω,t+1 ∈ Ωb(Φat+1(ω)) : sbω,t+1(φ) = sbω,t(φ), ∀φ ∈ Φ̂at (ωb)}
Π̂(A) =

[
{Π̂(sbω,t) : sbω,t ∈ A}

The rest of the proof follows the same reasoning than the proof of proposition 5. Q.E.D.

In section 6.2 I mentioned that if one compares the set of states of the world conceivable

by the agent in two states of the world, such that the set of propositions the agent is aware

of in the first set is a superset of the set of propositions she is aware of in the second state,

one concludes that the set of conceivable states of the world in the first state is a refinement

of the set of conceivable states of the world in the second state. The result in the previous

proposition has implicitly exactly the same idea. The difference being that we is comparing the

set of conceivable states of the world at two different points in time, instead of two different

states of the world.

Since Φat (ω) ⊂ Φat+1(ω), it is obvious that the set of conceivable states in t + 1 is finer

than the set of conceivable states in t. In other words the agent learns more about the set of

conceivable states of the world over time.

Before I describe how the possibility correspondence evolves over time let me mention some

important aspects about the possibility correspondence in the dynamic model.

I mentioned before that the knowledge and awareness operators are time dependent. As

such the possibility correspondence is also time dependent. Pt(ω) is the set of states of the

world which are compatible with what the agent knows at ω at time t. Using the definition

of possibility set and axiom A9 one can prove that Pt+1(ω) ⊂ Pt(ω),∀ω ∈ Ω. In other words,
the possibility correspondence gets finer and finer over time. This phenomena is common in

traditional models of knowledge. The only difference is that in our model the structure of
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revelation of information may not be known. In other words, although the agent learns more

over time about the set of possible states of the world she may not know the sequence of

learning.

By the same reasoning as before the agent’s possibility correspondence is also time depen-

dent. Let us call Γω,t,τ the agent’s possibility correspondence at state ω and time t, correspond-

ing to time τ . Γω,t,τ specifies for each state of the world conceivable by the agent at time t in

state ω, which conceivable states of the world does the agent consider possible when she is in a

given conceivable state, at time τ . In summary Γω,t,τ is a correspondence defined from the set

of states conceivable in state ω at time t to the set of subsets of such states.

Since the states of the world conceivable by the agent satisfy the axioms of the model Γω,t,τ

is coarser than Γω,t,τ+1. We notice that in this statement we are fixing the point in time in

which the agent is conceiving the set of states of the world (time t) and what we are comparing

is the possibility sets, in some conceivable state, at time τ and at time τ + 1. The reason why

the relationship is as mentioned is the same than the reason why Pt+1(ω) ⊂ Pt(ω).

The question of how the possibility correspondence of the agent changes over time can be

phrased as follows: What is the relationship between Γω,t,τ and Γω,t+1,τ? In words how does

the possibility correspondence corresponding to time τ differ if the agent conceives of it at time

t or at time t+ 1?

In order to make the comparison one needs to express both correspondences in the same

space. Since, Ωb(Φat+1(ω)) is a refinement of Ω
b(Φat (ω)), if we project Γω,t+1,τ in Ω

b(Φat (ω)) we

would loose information. Therefore the right thing approach is to apply the refinement mapping

defined in the proof of proposition 8 to Γω,t,τ and compare its image with Γω,t+1,τ . Let us call

Γ̂ω,t,τ the image of the possibility correspondence as conceivable in period t in Ωb(Φat+1(ω)).

One gets the following:

Proposition 9

i Γ̂ω,t,τ is coarser than Γω,t+1,τ . I.e, for any sbω,t+1 ∈ Ωb(Φat+1(ω)) one has Γω,t+1,τ (sbω,t+1) ⊂
Γ̂ω,t,τ [Π({sbω,t+1})].

ii If Φaτ (s
b
ω,t+1) ⊂ Φat (ω) then Γω,t+1,τ (sbω,t+1) = Γ̂ω,t,τ [Π({sbω,t+1})].

Proof : The argument is the same than in proposition 6. Q.E.D.
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One should stress that this result is not about the agent learning more about the possible

states of the world over time. This result is about how the agent’s view of the information

structure changes over time. What the proposition says is that the agent learns more about

the information structure as time passes. Hence this is a result about learning about how the

world is.

The second part of the proposition states that if the conceivable state is such that its

awareness set at time τ is contained in Φat (ω) (which means that the agent can replicate at time

t what would be her reasoning if that conceivable state had occurred and she was at time τ)

then the agent’s description at time t of the possibility set in that conceivable state at time τ ,

is consistent with the description she would make at time t+ 1.

In summary, the set of states of the world conceivable by the agent and her possibility

correspondence get finer over time. The agent learns about how the world is as time passes.

8 Final Comments

The new element in the epistemic model presented in this paper is the distinction between

knowing the existence of a proposition and knowing the logical value of a proposition.

A conclusion from this paper is that the states of the world as viewed by the agent, if she is

not aware of all the existing propositions, are not a complete description of all that can happen.

In a sense they are “events”, instead of states of nature.

Although my model says nothing about probabilities I would like to note an implication of

the idea that the agent’s model is incomplete - the agent cannot have a prior probability on the

states of nature as viewed by the modeler. Even if the agent is Bayesian and has a probability

distribution on Ω(Φat ), when translated in the modeler’s universe what one has is a probability

measure only on the “events” the agent can express about. The two kinds of learning: learning

more about which state of the world can possibly be true and learning more about how the

world can be, will imply that conditionalization will be important but besides that one also

has to consider the specialization of the probability measure.

This work doesn’t address the issue of decision making when the agent has an incomplete

view of the world. The study of choice in the presence of unforeseen contingencies is a natural

extension of the current paper and I hope to pursue it in future work. An obvious implication of

40



the agent having an incomplete view of the world is that she cannot have a complete contingent

plan of action, her plan cannot be contingent on anything she is not aware of. Furthermore one

expects the agent’s plan of action to be adapted when she becomes aware of more things. Her

plan of action will get more and more complete over time.
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